Ontologies in radiation oncology
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A B S T R A C T

Ontologies are a formal, computer-compatible method for representing scientific knowledge about a given domain. They provide a standardized vocabulary, taxonomy and set of relations between concepts. When formatted in a standard way, they can be read and reasoned upon by computers as well as by humans. At the 2019 International Conference on the Use of Computers in Radiation Therapy, there was a session devoted to ontologies in radiation therapy. This paper is a compilation of the material presented, and is meant as an introduction to the subject. This is done by means of a didactic introduction to the topic followed by a series of applications in radiation therapy. The goal of this article is to provide the medical physicist and related professionals with sufficient background that they can understand their construction as well as their practical uses.

1. Introduction

In recent years, a number of developments in healthcare have resulted in a greater appreciation of the need for quality data about patients, their treatments and the outcomes. Progress and interest in multiple areas such as personalized medicine [1], genetic profiling [2,3], and machine learning [4,5] are all important areas that need large quantities of high quality data.

In addition to these types of data-driven developments, there is also the realization that the biochemical and physiological systems in both healthy and disease states are much more complex than previously understood. Studies of the genetics and epigenetic factors involved in cellular systems continue to highlight the fact that the development of diseases and the response to interventions involve multiple pathways that interact in myriad fashions. Progress in the treatment of disease will require that the knowledge gained in one area of medicine will need to be correlated with that in other areas.

Finally, there is the fact that research groups throughout the world are contributing to this ever-rising tide of information. Just as different specialties need to communicate with and understand others, researchers within a field need to be able to collect and understand the developments coming from other groups.

All of these factors mean that there must be some way of organizing and standardizing our knowledge in ways that facilitate sharing and responding to new knowledge. Ontologies are emerging as the most promising approach particularly when so much of our information is being stored in computerized formats [6]. The word “ontology” comes from the Greek meaning the study of being or that which is. While the term has been used in philosophy for millenia, recent applications in the context of information science have led to a more modern and detailed definition. In short, modern ontologies are a computer-understandable description of human knowledge about a particular area, or domain, of the world. While entire books are written about the subtleties of ontologies and related concepts, the approach taken in what follows is that ontologies describe human knowledge about entities and relations that exist in the universe. In fact, they are designed to aid in scientific reasoning; they represent common, working understandings of how scientists see and interact with the world [7].

Within the radiation oncology community, as in other specialties and in medicine in general, many efforts are underway to standardize vocabularies, establish taxonomies and establish interoperability standards. Given that ontologies provide the means to accomplish many of these goals, it is natural that the relevant communities are developing them with the hope that the number of conflicting or parallel standards can be avoided or at least reconciled with one another. The goal of this paper is to describe how ontologies can be used in radiation oncology for these purposes and to provide some overview of developments to date.

The paper is intended to provide the reader with a basic understanding of the format and uses of ontologies. To this end, there is an
introductory section with more details regarding the basis and structure and rationale of ontologies. There follow a number of practical examples of ontologies that have been constructed for use in radiation oncology. The paper ends with a description of the efforts of the American Association of Physicists in Medicine, working with like-minded vendors and associated societies, to develop an ontology representing our knowledge of radiation therapy.

One additional point is appropriate: if an ontology represents our knowledge about a certain domain, how can we have multiple ontologies within a domain? Such a situation exists because it has been found efficacious to design both what are called “formal” or “top-level” ontologies and “application” ontologies [7]. The former seeks to lay the foundation of entities and relations that exist across all subdomains of the field. The application ontologies typically focus on a subset of the domain that is most appropriate to a given problem. In many cases, this facilitates the actual realization of an ontology and problem solution rather than becoming such a large all-encompassing project that progress is difficult. The formal ontology can be used as a basis for the subdomains and the subdomain knowledge is restricted to a manageable amount.

2. Introduction to ontologies

The field of ontology spans millennia and there exist multiples notions of ontology. As stated, in philosophy, ontology is the study of being and is a branch of metaphysics. Early Greek philosophers like Parmenides and Aristotle examined questions such as: What can be said to exist? What categories can we sort existing things into? [8] More modern notions of ontology have their roots in computer science where rumblings of the word could be heard during the 1980s in the field of knowledge-based systems and artificial Intelligence [9]. One of the earliest modern descriptions of an ontology and its uses can be found in the Fall 1991 issue of AI Magazine [10]. It wouldn’t be until the early-mid 1990s, when a series of landmark papers including, “Toward Principles for the Design of Ontologies Used for Knowledge Sharing” would solidify the idea of using ontologies to enable libraries of reusable knowledge by proposing design criteria to guide their development [11,12]. More recently, there has been a push towards adopting an ontological realist methodology when developing ontologies [13]. A body of work exists defending this viewpoint and posits that there exists an external objective reality that is accessible to us, that we are able to form cognitive representations of these real entities and that we are able to communicate about these representations with one another [7].

This ontological realist school of thought proposes the following definition for an ontology: “A representational artifact, comprising a taxonomy as proper part, whose representations are intended to designate some combination of universals, defined classes, and certain relations between them.” [7] This definition is loaded with jargon and merits an explanation of its components. The foundation of any ontology is a taxonomic backbone which provides a tree or graph-like structure for the classification of entities. This taxonomy relies upon one of the most basic relations within an ontology: the “is a” relation. For instance, to borrow an example from biology, a feline “is a” animal and a cat “is a” feline. In this example our root node is the entity “animal”. All of the children terms stemming from the parent node inherit the properties of entities higher up on the tree. But what is the nature of these entities?

Ontologies represent universals, defined classes, and relations. Very briefly, universals are the general features of things in reality. They are responsible for the similarities of entities and represent a “natural kind”. The property of “fluffiness” is a universal or shared feature and can exist in entities like a pair of slippers or Pomeranians. Universals exist as or are instantiated by particulars (also referred to as instances or individuals). Particulars are specific entities in our world: the city of New York, your pet cat, a piece of gum, etc. Particulars exist in one place at any given time. Universals must be contrasted from “defined classes” which are typically groups created by selection criteria defined by humans. For example, “all the smokers in New York City with pulmonary disease” is a defined class that may be an important term to include in an ontology but does not represent a “natural kind” like in the case of a universal. The last component of our definition concerns relations or the way in which two entities are connected. Within ontologies three types of relations exist: those between universals, those between a universal and a particular and those between particulars. The previously described framework is intended to give a sense of the structure of ontologies. It should be noted that the philosophical basis of ontologies is not agreed upon by all researchers in the field. Some argue that realism and alternate views, like conceptualism, can coexist, while others feel that realism is not a requisite feature for biomedical ontologies [14,15].

Ontologies deal with the meaning behind data and provide strong semantic frameworks for domains of knowledge. This is partly accomplished through the use of well-crafted definitions for entities within the ontology. Early descriptions of ontologies mention the use of both human and machine-readable definitions for terms [12]. Human-readable definitions take the form of text, which describes what the term denotes while machine-readable definitions are comprised of formal, logical axioms. The preferred form for a text definition is the so-called “Aristotelian definition” and includes a reference to the term’s parent class along with a statement about the differentiae. The differentiae is a property that distinguish the term from other child terms assigned to the parent class [16]. To illustrate this form, consider the following definition: a cancer cell is a cell that invades surrounding tissue. Here, the term cancer cell is related to its parent term cell and the differentiae, its ability to pass the basement membrane and invade tissue, separates the cancer cell from other types of cell.

Ontologies are focused on standardizing terms and providing semantic infrastructure for areas of knowledge and research in order to enhance interoperability within data. In line with these goals, much thought has been given to standardizing ontology development. In the late 2000s, the Open Biomedical Ontologies (OBO) consortium proposed a set of shared principles that would guide ontology development. Ontologies would follow an evolving set of principles such as being open source, using unambiguous relations and definitions, having a defined scope, and using unique namespaces for terms. These principles were chosen, in part, to reduce the confusion caused by overlapping ontologies and to maximize interoperability by providing a granter schema for diverse arrays of ontologies to fit into. The resultant OBO foundry persists to this day and consists of over 128 ontologies including two of the most widely-used ontologies, the Gene Ontology and the Ontology for Chemical Entities of Biological Interest [17–19].

There have been numerous, collaborative efforts to create tools and repositories for ontologies and these endeavors represent invaluable resources for the biomedical community. BioPortal, funded by the National Center for Biomedical Ontology, is an “open repository of biomedical ontologies that provides access via Web services and Web browsers to ontologies developed in OWL, RDF, OBO format and Protégé frames” [20]. Using a web interface, users can browse ontologies, add notes, leave reviews, and view mappings between different ontologies. BioPortal now hosts over 800 ontologies1 including the Proteomics Standards Initiative, the OBO library, and the Semantic Type Ontology of the Unified Medical Language System (UMLS) [21]. The UMLS is another resource for biomedical vocabularies and ontologies composed of three components: Metathesaurus, Semantic Network, and SPECIALIST Lexicon and Lexical Tools. The Metathesaurus includes widely-used terminologies such as the NCBI taxonomy, the Medical Subject Headings (MeSH), and the Digital Anatomist Symbolic Knowledge Base [22]. Despite its utility in integrating datasets, the UMLS has historically suffered from issues regarding coverage of terms.

1 As reported by Bioportal, 12 March 2020
structural problems, and disregarding semantics [23–25].

3. Data and knowledge sharing

There are many avenues for improving healthcare; two that rely heavily on data-driven informatics approach are Learning Healthcare Systems and distributed learning. Both require a radiation therapy community that shares common concepts and vocabularies to be effective. For this reason, developing and applying an ontology provides a very useful backbone to the effort that minimizes redundancies and mismatches in data. In this section, the application of an ontology to these innovations is described.

A Learning Healthcare System is a system in which “science, informatics, incentives, and culture are aligned for continuous improvement and innovation, with best practices seamlessly embedded in the delivery process and new knowledge captured as an integral by-product of the delivery experience.” [26]. Projecting this onto radiation oncology, creating a learning system means that routine cancer care practice and outcome data is shared and used to derive new knowledge. This knowledge is then shared and integrated into practice rapidly and continuously.

But sharing data is hard, due to administrative, political, ethical, and administrative barriers [27]. It is proposed that a better way is to share questions that one wants to have answered using the data, rather than sharing the data itself. This concept is called federated or distributed learning, where knowledge is derived from data of, for example, radiation oncology departments without the need for data to leave the individual department [28,29].

A distributed learning healthcare system would thus alleviate many of the concerns of sharing patient data including privacy concerns. But such a system only works if there is an infrastructure (“Track”) where the holders of data such as hospitals (“Stations”) allow authenticated and authorized applications (“Trains”) to use the data in the Station to generate new knowledge. Besides having such an infrastructure, a second challenge that has to be solved is that the Trains have to be able to find and access (under well-defined conditions) a Station and should be able to understand and reuse the data of the Station. In other words, data in Stations have to be made FAIR (Findable, Accessible, Interoperable and Reusable) [30] (See Fig. 1 below).

Ontologies are crucial in many aspects of FAIR data especially in the yellow (Rich metadata, PIDs In metadata, Metadata is always available, Linked Metadata and Metadata have multiple attributes) and red blocks (Vocabularies and Vocabularies are FAIR) of the above Figure.

In the field of radiation oncology a number of ontologies have arisen in the past years. These include the Dependency Layered Ontology for Radiation Oncology (https://bioportal.bioontology.org/ontologies/DLORO), the Radiation Oncology Ontology (https://bioportal.bioontology.org/ontologies/ROO) and the Radiation Oncology Structures Ontology (https://bioportal.bioontology.org/ontologies/ROS).

Efforts are now underway to merge these initial efforts of individual groups into one well-authored and formal ontology maintained by professional societies such as AAPM, ASTRO and ESTRO together with the radiation oncology community.

Besides the development of a domain specific ontology for radiation oncology, it is necessary to reuse and link to other existing and emerging ontologies adjacent to the radiation oncology field including:

- Foundational Model of Anatomy (FMA): A domain ontology that represents a coherent body of explicit declarative knowledge about human anatomy. (https://bioportal.bioontology.org/ontologies/FMA)
- NCI Thesaurus: A vocabulary for clinical care, translational and basic research, and public information and administrative activities. (https://bioportal.bioontology.org/ontologies/NCIT)
- Common Terminology Criteria for Adverse Events (CTCAE): The standard classification and severity grading scale for adverse events in cancer therapy clinical trials and other oncology settings (https://bioportal.bioontology.org/ontologies/CTCAE)
- Radiomics Ontology: Broad coverage of not only radiomics features, but also every entity (e.g. software properties, filter properties, features extraction parameters) involved into radiomics computation. (https://bioportal.bioontology.org/ontologies/RO)

![Fig. 1. Schematic of how the principles of Findable, Accessible, Interoperable and Reusable (FAIR) data standards are applied.](image)
A simple situation that occurs routinely in radiation therapy is the writing of a prescription and communicating the information it contains to the relevant people and computer systems. As an example, consider oropharyngeal cancer with suspected involvement of an ipsilateral neck node. A general prescription might be:

- (curative, target dose = 60 Gy\(^2\), two phase with a field reduction).

In more detail, the two prescriptions that are needed to carry out the intent of the general prescription might be:

- (target volume = right oropharynx + right neck nodal volumes, target dose = 56 Gy in 2 Gy fractions to be delivered daily, technique = IMRT with 9 fields, modality = 6 MV x-rays);
- (target volume = right oropharynx PTV, target dose = 14 Gy in 2 Gy fractions to be delivered daily subsequent to the initial prescription, technique = IMRT field boost, modality = 6 MV x-rays).

The first thing that one notices is that this may be an overly detailed prescription (to a referring doctor, the patient and family) and it is not detailed enough for a dosimetrist or physicist since it does not give any information regarding the organs at risk, immobilization devices and imaging procedures. And it is not detailed enough for an oncology information system (OIS) that includes a record and verify system since there is no information regarding monitor units, beam angles, etc. Perhaps, then, we need to define exactly what a prescription is? Should one define a prescription that has as many attributes as the most detailed need requires and is a union of all the different needs? One can then filter out those attributes as needed. Or is it better to define subclasses of a prescription, each of which meets a specific need?

Another notable aspect of the prescriptions as written is the terminology that is used. Again, to different receivers of this prescription, some terms may not have much meaning. What is a fraction? A target volume? What does IMRT mean (for that matter, what does Intensity Modulated Radiation Therapy mean since a solitary wedge certainly modulates intensity)? Even experts at the same level may not be comfortable with some of the terms. OIS's as well have terminology that they require.

Let us address the latter set of questions first. Clearly, this is not the first time they have been posed and a number of different approaches have helped to reduce the confusion. The most commonly known and used one is known as DICOM-RT\(^2\). As the full name states (Digital Imaging and Communications in Medicine), communication is at the heart of this standard. The standard started out describing imaging procedures and has expanded to include radiation therapy. This is a very detailed standard that achieves a number of goals: providing an overview of a medical procedure (imaging, radiation therapy), breaking that procedure into components, and providing a detailed description of the syntax needed to describe each of those components.

Another effort to standardize the way in which medical equipment communicates is led by the organization Integrating the Healthcare Enterprise and its subgroup dedicated to radiation oncology (IHE-RO). Their approach is to define critical dataflow needs and to develop profiles of the information that is necessary for exchange. They encourage the use of standards such as DICOM and Health Level 7 (HL7). In this way, they also work to standardize semantics and syntax.

However, even two such parallel efforts can run into problems as seen below. This is an example provided by the AAPM IHE-RO committee that is working on this particular profile\(^3\). This example highlights the difficulties imposed by different conceptualizations of how to

\(^2\) Gy: short for Gray, a unit of absorbed radiation dose.

\(^3\) http://www.dicomstandard.org

\(^4\) This IHE-RO profile is a work in progress and may not reflect the final version.
describe and deliver the radiation. Two large international organizations that are charged with reducing miscommunications have very different views of what the underlying concepts are. An ontology accepted by the community would provide both the concepts and the relationships between them so that the information can be communicated in a non-ambiguous fashion.

DICOM approach:

A. Treatment sequence 1
   1. Site
      a. site 1: R Oropharynx
      b. site 2: Nodal volume
   2. Fraction sequence
      a. $28 \times 2$ Gy

B. Treatment sequence 2
   1. Site
      a. Site 1: R Oropharynx
      2. Fraction sequence
         a. $7 \times 2$ Gy
   C. Treatment total
      1. Site
      a. Site 1: R Oropharynx
      2. Fraction sequence
         a. $35 \times 2$ Gy

IHE-RO approach:

A. Site
   1. site 1: R Oropharynx
      a. Fraction sequence
         i. $28 \times 2$ Gy = 56 Gy
         ii. $7 \times 2$ Gy = 14 Gy
      b. Total dose (all fractions) = 70 Gy
   B. Site
   2. site 2: Nodal volume
      a. Fraction sequence
         i. $28 \times 2$ Gy = 54 Gy
      b. Total dose (all fractions) = 54 Gy

Even though the data are the same, the way in which they are organized differs substantially. This demonstrates that standardizing vocabulary, while necessary [31], is not sufficient to establishing a consistent conceptual edifice.

Recently, the American Society for Radiation Oncology (ASTRO) has formed groups to help standardize what defines a prescription [35] and what are the minimum data elements needed [32]. The former paper describes some of the difficulties at arriving at a consensus on some of these issues. In the same vein as the comparison above, they document the differences between vendors and their software for denoting a prescription. In the end, they recommend five key elements (one of which is the patient name) but no overall conceptual framework. They also explicitly state that “The key elements themselves do not form a complete directive for treatment delivery and cannot stand alone” [32].

These abovementioned efforts have been conducted by knowledgeable and dedicated experts, and yet, we can see that there are still many hurdles to overcome. Given the scope of concepts and applications that we described above, it would seem that a new approach is needed. This, then is where an ontology may provide an advantage since the taxonomy (classes and their subclasses) provides a reliable source for clearly understanding the concepts and formalizes the vocabulary (which is important for both human and machine communication). In addition, the relationships between classes that are part of the ontology add more detail that further aid in communication.

Since it is the intent of this paper to add to the overall picture of ontologies and their practical uses, the remainder of this section will concentrate on two important aspects of developing a “communications” ontology or any other application ontology. Those two aspects are: (1) making use of the data that are available, and (2) transmitting it between the parties of interest.

Generally speaking, the data that are needed is present in various databases with different purposes and made by a wide range of vendors. A short list would include oncology information systems, hospital and/or system-wide electronic medical records (EMRs), treatment planning systems, and picture archiving and communication systems (PACS). In addition, it must be added that some of these data are actually taken from other external sources, such as the International Classification of Diseases, e.g. ICD-10.

In general, these types of data storage facilities are relational databases. As such the schema of each one is likely to be unique, with different tables and columns. Some systems rely on computer file systems as well in order to organize, store, and retrieve data. All of which means that individual data extraction software will be necessary to be of use with an ontology. It also means that a mapping between these data structures and those native to ontologies will be necessary.

While this may seem, at first glance, to be prohibitive and/or to vitiate the utility of ontologies, it is good to realize that the same need to map data structures exists with DICOM and HL7 interfaces to current software. In addition, the informatics community has recognized the issue and several different software environments have been developed to aid in the extraction of data from databases for this purpose (see, for example, https://www.w3.org/2001/sw/wiki/D2RQ).

As the earlier sections have detailed, ontologies are comprised of both classes and properties. This structure lends itself to relationships between data and classes that can naturally be expressed in RDF format. This type of data representation and the associated language for querying it (SPARQL) has been described above. The result is that there are standard methods defined within the Semantic Web framework for mapping relational databases to the concepts and vocabulary of ontologies and for querying/extracting these data as described in detail in Ref [36]. Finally, there is the necessity of transforming these structured data into different forms of messages depending on the application. These can take the form of free text or templated documents, HL7 messages, DICOM streams and others. Given that it is structured data, communicating with EMRs is one of most natural and necessary layers of communication. Historically, much of the EMR-to-EMR communications has been using the standards embodied in Health Level, Version 2 (http://www.hl7.org). This standard is quite old, and a new version dubbed Fast Healthcare Interoperability Resources (FHIR) is emerging. It is somewhat similar to the DICOM standard since it has a conceptual model of how healthcare is delivered and what types of processes and procedures need to be described. Although it is a bit early to determine whether this will be the standard for EMR and other communication pathways, the translation from ontologies to the FHIR resources should be able to proceed since the FHIR resources have been developed with the concepts of ontologies in mind.

In conclusion, a solid radiation therapy ontology that contains classes and properties that span the range of information needed to communicate between different institutions, physicians of various specialties and patients is needed in order to be able to systematically collect the data needed for progress and to facilitate normal workflows. Much of the information that is needed is already present in various databases, though much is also in unformatted text. Similar to the current software that extracts and reformats data for DICOM and HL7 messaging, extracting and formatting data for modern standards and for the needs of research requires dedicated software.

5. Bayesian networks and ontological data mapping

The previous sections have provided examples of and reasons for the use of ontologies in helping to bridge gaps in communication and data transfer and usage. In this section we discuss how an ontology can be applied directly to developing probabilistic models. This illustrates the

---

5 Resource Description Framework, https://www.w3.org/RDF/
range of applications of ontologies and with the connections to machine learning, connects this type of approach to other emerging technologies.

One way of leveraging the advantages of ontological formalism is to utilize them in bridging machine learning (ML) models to their corresponding clinical data stores. Machine learning has been of growing interest in radiation oncology (and other fields) in recent years. Examples of applications of ML in radiotherapy include auto-segmentation for normal tissues and tumor targets, knowledge-based planning, quality assurance etc. aiming to provide automated assistance to radiation oncology workers in completing the complex workflows within radiation therapy [37]. However, the spread of ML-based applications is limited due to the challenges of extracting the relevant data to train the ML models: lack of standardized data in terms of content, format, structure, and nomenclatures. This situation is exacerbated for applications that aim to serve clinics with different hardware and software systems. The problem can potentially be alleviated in places by using an ontology that maps to both the ML models and their associated clinical data in a way that creates a reproducible, transparent link between the two.

In this section we present such an example using a dependency layered ontology for radiation oncology (DLORO). The ontology was initially designed to automate the construction of error detection Bayesian networks (BN) [38–41] for radiotherapy treatment plans but as an ontology, it also contains the semantic properties needed to map radiation oncology concepts and terms in the models to the schemas of relational databases. Here we map the DLORO to the two major ontology information systems (OIS), Aria (Varian Medical System, Palo Alto, USA) and Mosaïq (Elekta AB, Stockholm, Sweden). The ontology acts as a standardized layer that links the clinical data in different OISs to the variables in the BN, which allow automated data extraction from the OISs and thus automation on training and updating the BN.

The error detection BN model proposed by Kalet et al. [39] aims to provide automated assistance to physicists on flagging potential errors in the chart checking process. Bayesian networks are directed acyclic graphs that represent probabilistic knowledge in a compact and powerful way. A BN consists of a graphical component, with nodes that represent variables and arcs that represent the dependences between variables, and a quantitative component that specifies the strengths of dependence relations using a conditional probability table (CPT) and probability theory. Bayesian networks are well suited to applications for reasoning under uncertainty within the medical domain. In radiation oncology, BN models have been used for various purposes including diagnostic reasoning, meta-analysis of biomedical data, modeling, clinical decision support systems etc. [39,42–44]. The DLORO ontology organizes radiation oncology domain knowledge into class-subclass structures and establishes dependency among domain concepts. For example, the DLORO sets the concept Total Fractions as a subclass of Fractionation Parameter, which itself is a subclass of Prescription parameter, as shown in the snapshot of the DLORO viewed in the Protégé software in Fig. 2. Moreover, the DLORO establishes dependency between domain concepts that are not in the same class-subclass hierarchy using the relation “dependsOn”. Both the class-subclass and “dependsOn” relations correspond to a dependency arc in the BN, such that a BN structure can be constructed automatically using logical deduction when the nodes of interest are chosen. Software was developed in Kalet et al. [40] to automate this part of the process. To build those initial models to completion e.g. a usable model with full conditional probability tables required a manually developed and applied set of SQL statements to be made and run against the an OIS database.

A mapping between the DLORO and the schema of the Aria and Mosaïq can be performed in a way that assists the construction of data extraction. Since the relational database of Aria and Mosaïq have different schema, a mapping for each database to the ontology is needed. Fig. 3 shows a few examples of schema mapping that matches ontology classes to tables and columns in Aria and Mosaïq. These mappings are added to the ontology file of DLORO as annotations of the mapped classes. For example, the class Beam Energy has four annotations, namely AA_Table, AA_VarName, MQ_Table and MQ_VarName, which has entries of Energy, TxFieldPoint, Energy, and EnergyMode respectively. Software has been developed to read these annotations and generate the corresponding SQL queries automatically for data extraction. However, there are classes in the ontology that do not have a simple one-to-one mapping to columns in one or both databases as the variables shown in Fig. 2. For example, the class Number_of_beams needs to count all existing fields in the same course for the one patient, which requires a relatively complicated SQL query. For these variables, the current workaround is to manually input the SQL query of these variables into the annotation and modify the software to directly use the annotation to generate SQL query.

The flow chart in Fig. 4 describes the process of constructing the complete BN from the ontology. The process involves two phases, the network construction and data acquisition phase, and the network training phase. In the network construction and data acquisition phase, the structure of the BN is constructed, and relevant clinical data are extracted from OIS relational database using SQL queries. In the second phase, the extracted data are used to train the CPTs to learn the practice in the clinic, and the CPTs are used to create an inference engine to calculate the probabilities of the parameters in new plans and flag potential erroneous plan parameters.

Combining the SQL query generator and the previously mentioned BN generator developed in Kalet et al [40], a user can choose any variables of interest in the domain of DLORO and the BN will be automatically generated and trained with clinical data that is extracted from the OIS database, either Aria or Mosaïq. Fig. 5 shows an example of the automated BN and SQL query generation for both Aria and Mosaïq.

In summary, this section demonstrates an automated data extraction approach for training and updating an error detection BN model involving a schema mapping between the relational databases in the OISs and the classes in a DLORO. The results show that ontology can facilitate model construction and automated clinical data extraction. Through transparency of terminology and mappings, model concepts can be rearranged, rebuilt, updated, or combined while retaining their semantic meaning. Thus, the ontology presents as an important potential data backbone of the domain – allowing increased transference and leveraging of models among practitioners and researchers.

6. Text extraction from clinical notes

The field of radiation oncology involves various types of unstructured and semi-structured notes such as, consult, treatment and follow-up notes, along with diagnoses or discharge summaries, and pathology or radiology reports. While structured information capture allows for the recording of predefined variables like age, sex, height, weight, medication dosages etc., the extraction of unanticipated variables from unstructured notes is still an open problem. The major source of clinical notes are the Electronic Health Records (EHRs) that are often used to collect, store and display patient information [45]. EHRs are comprised of unstructured free text that may be generated through dictation or typing. The central goal of information extraction from such free text notes in EHRs is to automatically extract and encode clinical information to assess and/or improve the quality of radiation therapy treatment, help with clinical decision support, or perform clinical research.

6.1. Methods and techniques for information extraction

Information Extraction (IE) falls under the realm of Natural Language Processing (NLP) and deals with finding both structured or unstructured objects from free text. Even before the process of information extraction, NLP is needed to analyze the text through
methods like sentence splitting, tokenization, part-of-speech tagging, and parsing [46]. NLP also addresses other areas of IE such as speech processing, extracting predefined types of information from text, sentence detection or classification, text summarization, relationship extraction, and document categorization [47,48].

Two basic types of clinical information extraction are currently applied on EHRs: rule-based and machine learning. In the rule-based approach, typically a domain expert will identify the required knowledge and the rules for extraction of information from specific types of notes leveraging a dictionary lookup. Such approaches thus require fewer resources and can provide easier adaptation to new domains. Machine learning–based approaches on the other hand requires training data from which corpus statistics or rules are automatically derived and used to analyze free texts [48]. Rules can also be created based on a clinical domain ontology; such rules are based on ontological concepts and can be used in both named entity recognition and information extraction and perform better than those which are merely based on textual items [49].

Recognizing named medical entities from clinical text is another popular domain of information extraction and NLP. The goal of Named Entity Recognition (NER) is to identify specific words or phrases (i.e., entities) and categorize them (e.g., persons, locations, diseases, medication and so on). NER tasks are related to detection of entities and determining entity types [47] which are implemented using regular expressions or a predefined dictionary formed from ontology concepts. While most of the NER based methods are rule-based [50], other systems apply hybrid approaches combing both rules and machine learning [51–53]. Sentence identification and classification is another component of information extraction. A sentence may belong to a specific category or section inside the clinical notes (e.g., Examination, History, or Diagnosis). Rule-based classification is generally used to categorize sentences considering the semantic categories of concepts included in them.

6.2. Tools for information extraction

According to [48], the top three most frequently used tools for information extraction in the clinical domain are cTAKES, MetaMap, and MedLEE. cTAKES is an open-source NLP pipeline that applies hybrid rule and machine learning based approaches while the latter two employ rule-based systems for information extraction from free texts in EHRs. cTAKES provides a comprehensive platform for performing many different clinical information extraction tasks including syntactic, lexical and semantic parsing [53]. Development of clinical terminologies and ontologies, such as SNOMED CT ontology graph [54] and RadLex [55] enable concept extraction from text in the medical domain; the US ONC SHARPn project [56,57] has further enabled clinical text mining by defining the semantic standards that were incorporated into cTAKES. Moreover, YTEX provides a series of extensions on cTAKES to design a generalizable framework for mapping clinical phrases from any domain ontology [52]. Amongst others, MedTAS/P provides an extensible knowledge representation model which uses different NLP techniques along with machine learning and rules to automatically extract cancer disease characteristics from free-text pathology reports [51]. MedLEE is another tool for processing clinical text that is primarily used for developing vocabulary and encoding; it was originally developed for processing radiology reports, but was later extended to several other domains. Finally, MetaMap provides a tool that can map scholarly

<table>
<thead>
<tr>
<th>Ontology</th>
<th>Mosaïq Variable</th>
<th>Mosaïq Table</th>
<th>Aria Variable</th>
<th>Aria Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomic_tumor_loc</td>
<td>Category</td>
<td>Medical</td>
<td>Site</td>
<td>Prescription</td>
</tr>
<tr>
<td>Dose_Per_Fraction</td>
<td>Dose_Tx</td>
<td>Site</td>
<td>PrescribedDose</td>
<td>RTPPlan</td>
</tr>
<tr>
<td>Beam_Energy</td>
<td>Energy</td>
<td>TxFieldPoint</td>
<td>Energy</td>
<td>EnergyMode</td>
</tr>
<tr>
<td>Table_Angle</td>
<td>Couch_Ang</td>
<td>TxFieldPoint</td>
<td>PatientSupportAngle</td>
<td>ExternalFieldCommon</td>
</tr>
</tbody>
</table>

Fig. 2. A snapshot in the ontology software package, Protégé, of the dependency layered ontology for radiation oncology (DLORO).

Fig. 3. Examples of the schema mappings that match the tables and columns in Aria and Mosaïq to the classes in DLORO.
biomedical text to the Unified Medical Language System (UMLS Metathesaurus); it uses a knowledge-intensive approach that employs NLP techniques alongside symbolic, and computational linguistic based methods [50,58]. A recent machine-learning based approach, called Dnorm, has also become popular for information extraction; it uses pairwise learning and can compute similarities between different mentions and concept names directly from the training data [59].

In the rule-based information extraction systems, the rules can be developed manually or by leveraging knowledge bases, or using hybrid systems [48] that can combine both. Such knowledge bases typically comprise of domain specific ontology. In [60], the authors developed a domain ontology called patient clinical data (PCD) pertinent to the field of radiation oncology. The PCD ontology represents the clinical data produced during the treatment activities throughout the entire process of patient visits; here, concepts were created by incorporating domain knowledge from physicians and other domain experts, examining the EHR database by formal and informal text analysis of clinical terms, and also integrating medical ontologies from the UMLS. It thus presents a comprehensive domain ontology for different information extraction tasks in radiation oncology. The PCD ontology represents concepts as classes and individuals, where each class has a relationship with other classes and may possess data properties which follow the HL7 standard.

Efforts to further supplement this domain ontology are currently underway by integrating a more comprehensive set of patient records from EHRs and may benefit from crowdsourcing activities worldwide.

### 6.3. Outstanding challenges in information extraction

Although a lot of effort has already gone into the field of information extraction from clinical notes over the past decade, there are still several open research issues as summarized below.

Common NLP challenges relate to outstanding problems in improving the accuracies of standard NLP tasks including named entity recognition, anaphora resolution, negation detection, and acronym resolution. All of these NLP related tasks are applicable in the medical domain in general and to the field of radiation oncology in particular.

One of the most important bottlenecks in medical text mining is the lack of significant quantities of publicly available gold-standard data sets; this seriously impedes clinical NLP pipelines which are in need of annotated corpora to train their supervised classification algorithms. Such training data is expensive to generate and their validation requires equally expensive review using experienced manual labor. Hence, information extraction approaches that rely mostly on supervised learning algorithms do not scale well with the absence of methods to scale the learning process itself. Although, the cTAKES pipeline can perform automatic semantic annotation, its performance on different types of clinical notes is not reliable. In the radiation oncology domain, institutional barriers to data sharing further increases the difficulty of scaling the learning process.

In the fields of radiology and radiation oncology, identification of critical or incidental findings, body location versus anatomical structure disambiguation, proper structure name mapping in DICOM files, and extraction of abstract domain-specific concepts are all open research problems. The metadata in radiology text reports are mostly ignored or

---

**Fig. 4.** Flow chart of data acquisition and network construction in building an error detection Bayesian network model.

**Fig. 5.** An example that generates Aria and Mosaiq query automatically from a Bayesian network that is automatically generated by the DLORO after manually choosing the variables of interest.
only used implicitly due to the lack of reliable methods for integrating their latent information into the information extraction pipelines. To circumvent this problem, radiology researchers only use metadata implicitly by restricting their analysis to specific body location and modality; this obviously decreases the solution space and improves the performance of information extraction. However, such methods are strictly ad hoc and do not provide a generalized framework for explicitly using the metadata that are widely available in the EHRs. Such metadata are not just limited to body location and modality, but may also include physician information (e.g., specialty), patient information (e.g., age, sex, and history), and exam information (e.g., date, time, facility). Explicit modeling of such metadata to improve the performance of information extraction pipelines is an open research problem.

The field of word sense disambiguation research is still not mature enough specially in the field of radiation oncology which lacks a standardized ontology. Ambiguity at the word or concept level severely hampers the ability to quickly annotate a block of text that is analyzed by the large variety of specialized clinical text processing pipelines available today. While previous work in word sense disambiguation used manually created rule-sets and hand-tagged example sets, some automated methods have recently been proposed that include unsupervised learning methods and learning examples from UMLS [62], and using ontology-based measures of semantic similarity [61]. More research efforts are still needed in this area to reduce word/concept level ambiguity that are central to any information extraction task.

Additional challenges include, use of abbreviations without proper explanations, terse language, errors in usage that are hard to interpret, use of pronouns referring to prior observations in the note, and chronological comparisons made with previously observed conditions. All these challenges create the need for identification and contextualization of concepts that are beyond the traditional NLP tasks and requires addition of domain semantics and ontologies and the analysis of domain patterns of usage.

7. Bringing ontology into mainstream usage

The transformational promise for application of ontologies to healthcare data to enhance computer driven discovery and reasoning with healthcare data is compelling. Reaching that promise is challenging because of the intersecting needs of multiple stakeholders and differing priorities. In practice, when stakeholders speak about “ontologies” they often are most interested in particular components needed for practical implementation of what can be strictly defined as an ontology (Fig. 6).

To develop a formal, practically implementable, ontology a standardized data dictionary of key data elements needed for reasoning as well as a taxonomy for categorizing these elements is needed. Enumeration of a minimal set of relationships needed for clinical reasoning with these elements must also be part of that dictionary. Key data elements and relationships for radiation oncology were published as one of the findings of the 2017 Practical Big Data Workshop [20]. Together these form the basis of an ontology as originally described by Gruber [11]. Modern usage of the term implies additional steps to formalize the reasoning concepts into a computer consumable format developed using standardized design principles as identified by the OBO Foundry [7].

Practical steps to connect “real world” clinical data to concepts in the formalized ontologies require widely agreed upon, professional society endorsed nomenclatures for these data elements that can be implemented in clinical systems. AAPM Task Group – 263 represents one such nomenclature [31]. Without domain expert driven construction of data dictionaries, taxonomies, and nomenclatures, a formalized ontology will be starved for data needed to feed its potential.

In addition, contemporary usage of the term ontology also implies linkage to the emerging HL7-FHIR standard for transmission of data. This ensures ability to scale connection of clinical data to the ontology across the healthcare landscape. In addition, ontology advocates working in the radiation oncology domain are increasingly aware of the need for practical demonstrations of functionality added by the use of ontologies, which use clinical data to accomplish tasks that could not more easily be accomplished with other approaches.

The AAPM is working together with stakeholders in ASTRO, ESTRO, COMP, and with industry leaders to address each of these components. The Ontology Working Group is leading in developing an OBO Foundry based ontology through a series of tightly focused projects targeting specific subsets which can be used to demonstrate value. Other groups in AAPM are engaged with domain stakeholders in ASTRO, ESTRO, COMP and CPQR in defining taxonomies and clinically viable nomenclatures for additional data elements, e.g. disease control status, that can then be incorporated into a standardized ontology. The product of these combined efforts will be an ontology that addresses all component elements and is maintained by the professional societies that are domain experts for radiation oncology.

8. Conclusion

The ever increasing use of data for driving both healthcare advances and routine medical care has provided us with some great opportunities...
and many hurdles. The opportunities involve the use of more granular information making models, matching patients to the best treatments, and providing insights that have not been clear without so much data. Unfortunately the hurdles are impeding this progress in many cases. At one end of the spectrum, it is necessary to undertake large and expensive projects to convert data and/or digital health systems (databases and applications) that may only be applicable to one institution or applications. At the other end we have the situation where the inability for different computer systems to communicate reliably greatly handicaps the ability to provide the best healthcare possible.

Ontologies can be a key element in the effort to overcome these hurdles. In the examples provided, it has been shown that ontologies can be used to share data between institutions and countries in order to build better outcome models. Other illustrated uses are building error detection software systems, facilitating communication between patients, providers and associated software systems, and extracting information from medical records in plain text.

Radiation oncology is but one arm of healthcare but it must be well-coordinated with other aspects of patients’ oncological care. In addition, as radiation therapy proves more successful in curing patients and in prolonging life, information regarding a patient’s radiation therapy needs to be reliably transmitted over time and space in order to understand longer term effects and to help assess on-going healthcare needs. Therefore, we hope that the community as a whole will work towards using ontologies and as ontologies a natural part of our ongoing efforts to advance and improve.
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