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ABSTRACT

Purpose: To identify intra-lesion imaging heterogeneity biomarkers in multi-parametric Magnetic Resonance Imaging (mpMRI) for breast lesion diagnosis.

Methods: Dynamic Contrast Enhanced (DCE) and Diffusion Weighted Imaging (DWI) of 73 female patients, with 85 histologically verified breast lesions were acquired. Non-rigid multi-resolution registration was utilized to spatially align sequences. Four (4) DCE (2\textsuperscript{nd} post-contrast frame, Initial-Enhancement, Post-Initial-Enhancement and Signal-Enhancement-Ratio) and one (1) DWI (Apparent-Diffusion-Coefficient) representations were analyzed, considering a representative lesion slice. 11 1\textsuperscript{st}-order-statistics and 16 texture features (Gray-Level-Correlation-Matrix (GLCM) and Gray-Level-Run-Length-Matrix (GLRLM) based) were derived from lesion segments, provided by Fuzzy C-Means segmentation, across the 5 representations, resulting in 135 features. Least-Absolute-Shrinkage and Selection-Operator (LASSO) regression was utilized to select optimal feature subsets, subsequently fed into 3 classification schemes: Logistic-Regression (LR), Random-Forest (RF), Support-Vector-Machine-Sequential-Minimal-Optimization (SVM-SMO), assessed with Receiver-Operating-Characteristic (ROC) analysis.

Results: LASSO regression resulted in 7, 6 and 7 features subsets from DCE, DWI and mpMRI, respectively. Best classification performance was obtained by the RF multi-parametric scheme (Area-Under-ROC-Curve, (AUC) ± Standard-Error (SE), AUC ± SE = 0.984 ± 0.025), as compared to DCE (AUC ± SE = 0.961 ± 0.030) and DWI (AUC ± SE = 0.938 ± 0.032) and statistically significantly higher as compared to DWI. The selected mpMRI feature subset highlights the significance of entropy (1\textsuperscript{st}-order-statistics and 2\textsuperscript{nd}-order-statistics (GLCM)) and percentile features extracted from 2\textsuperscript{nd} post-contrast frame, PIE, SER maps and ADC map.

Conclusion: Capturing breast intra-lesion heterogeneity, across mpMRI lesion segments with 1\textsuperscript{st}-order-statistics and texture features (GLCM and GLRLM based), offers a valuable diagnostic tool for breast cancer.

1. Introduction

Breast tumor phenotype varies with respect to genetic and epigenetic properties of individual cancer cells (intra-lesion heterogeneity), as well as with respect to spatial lesion properties within lesion (intra-lesion heterogeneity) [1]. Biopsy-proven histopathologic biomarkers supporting clinical diagnosis, prognosis and treatment, encountering difficulties in localizing lesion area extent, are prone to heterogeneity under-sampling and may result in high rates of breast cancer misdiagnosis, suggesting the need for non-invasive whole lesion imaging biomarkers [2].

Advances in medical imaging and image analysis provide multi-layered insights into capturing non-invasively, spatially, and temporally lesion heterogeneity. However, qualitative analysis of medical images in the clinical routine induces subjective bias (intra- and inter-observer variability) and labor-intensive interpretations [3]. Recent studies in the rapidly evolving field of image-based Computer Aided Detection/Diagnosis (CADe/CADx) have developed models for improving decision support, utilizing high throughput extraction of quantitative imaging features (radiomics) and advanced machine learning algorithms in order to provide objective and reproducible tools of capturing important intra-lesion imaging biomarkers [4,5].
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While digital mammography, breast tomosynthesis and sonography remain the clinical standard for breast screening, Magnetic Resonance Imaging (MRI) is the modality of choice for screening patients of high risk and preoperative imaging [6]. Anatomical and functional information derived from advanced sequences, such as Dynamic Contrast Enhanced (DCE) and Diffusion Weighted Imaging (DWI), makes MRI a dominant imaging tool in manifold clinical applications towards breast tumor diagnosis (detection and characterization), prognosis and treatment management, facilitating a deeper understanding of pathophysiological lesion properties [7].

DCE is a well-established MRI technique that allows assessment of tissue angiogenesis and vascular permeability through evaluation of signal intensity time curves of paramagnetic contrast agent uptake qualitatively (Breast Imaging Reporting and Data System, BI-RADS Lexicon [8]) or fully quantitatively by pharmacokinetic (PK) modeling (Lexicon [8]), semi-quantitatively (lesion enhancement parametric maps [9]) or fully quantitatively by pharmacokinetic (PK) modeling [10]. Image quantitative analysis in DCE has considered 1st, 2nd and higher order statistics as well as temporal texture, in addition to lesion morphology [11]. DCE holds great potential in classifying breast lesions with high sensitivity up to 99% [7], however, with low specificity resulting in increased false positive detection rates [2]. In addition, DCE-based imaging biomarkers have shown to be highly correlated with breast cancer molecular subtypes and other prognostic factors [12,13] and have also been introduced for monitoring response to treatment, risk of recurrence and overall survival scores [14-16].

DWI is a contrast agent free technique that depicts random movement of water molecules, reflecting tissue microstructural characteristics and cellularity [17]. Quantitative analysis of mono-exponential Apparent Diffusion Coefficient (ADC) has demonstrated high discriminating ability (Area Under Receiver Operating Characteristic Curve, AUC, ranging from 0.889 to 0.940) between benign and malignant breast lesions, based mainly on 1st order statistics intra-lesion analysis, resulting in an increment of the overall breast MRI specificity [18,19]. Beyond diagnosis, the prognostic value of ADC has been recently evaluated with promising results [20], while it may serve as an early predictive biomarker for treatment response [21].

Furthermore, quantitative multi-parametric MRI approaches have been introduced to investigate associations of imaging biomarkers with histological types [22], molecular subtypes [23] and predicting chemotherapy response of breast cancer patients [24]. The above state-of-the-art studies support the usefulness of radiomics and especially texture analysis in capturing breast lesion heterogeneity regarding lesion characterization, prognosis, and response to therapy.

Classification of benign and malignant breast lesions by means of multi-parametric MRI approaches, combining lesion imaging appearance features from DCE and DWI sequences, [25,26], has demonstrated high diagnostic performance (AUC ranging from 0.90 to 0.93). The majority of informative features of the above schemes resulted from kinetic enhancement, lesion morphology, and 2nd order texture features (GLCMs) features from DCE, while the contribution of DWI was reflected by 1st order statistics features. Parekh et al. [27] proposed the quantification of local lesion heterogeneity represented by Radiomics Feature Maps depicting 1st order statistics and texture features (Gray-Level-Co-occurrence-Matrices, GLCMs, and Gray-Level-Run-Length-Matrices, GLRLMs, based), achieving high diagnostic performance (AUC = 0.91), with the 1st order statistics-entropy feature demonstrating the highest discriminative power both on DCE and ADC map.

The aim of this study is to quantify breast intra-lesion heterogeneity, across multi-parametric MRI representation schemes, for classifying benign from malignant breast lesions. Four (4) representations are derived from the DCE sequence, acknowledging its diagnostic significance [28,29], while one (1) representation (ADC map) considers the added value of DWI sequence. To deal with variability introduced by lesion segmentation in different parametric representations, a registration step dealing with intra- and inter-sequence image alignment is introduced, an approach also considered by [27,30]. Eleven (11) 1st order statistics and sixteen (16) texture features (GLCMs and GLRLMs based) features are derived from lesion segments spatially aligned by image registration across the 5 multi-parametric representations, while their informative power is investigated with a machine learning approach.

2. Materials and methods

2.1. Patient cohort

This retrospective study, was approved by local Ethics Committee and informed consent was obtained from patients with suspicious breast findings in mammography and/or ultrasonography, according to BI-RADS lexicon [8], who underwent routine clinical breast MRI in a single 3.0 Tesla scanner. Study inclusion criteria considered: (i) mass like lesions, (ii) diagnosis histopathologically confirmed, (iii) no breast surgery or chemotherapy/radiotherapy prior to MRI examination and no breast implants. From an original database of 130 female patients (n = 130), twenty five (n = 25) were diagnosed with non-mass like breast lesions, eleven (n = 11) had no histopathological verification and eighteen (n = 18) patients were subjected to chemotherapy/radiotherapy procedures prior to MRI examination. Finally, three patients (n = 3) were excluded due to breast implants.

2.2. MRI protocol

Imaging was performed in a 3.0 T MR scanner (Signa HDx; GE Healthcare, Milwaukee, WI, USA) using a dedicated bilateral four-element two-channel, phased array breast coil, with the patients in prone position. Severe motion artifacts were reduced due to breast holders. Bilateral breast imaging in axial plane was obtained utilizing the following protocol: (1) Axial T1-weighted fast spin echo (FSE) imaging sequence (T2-FSE, TR/TE, 3600/100 ms; slice thickness, 4 mm; spacing, 0 mm); (2) Axial short time inversion recovery sequence (STIR) (TR/TE, 3875/90 ms; slice thickness, 4 mm; spacing, 0 mm); (3) Axial conventional diffusion-weighted echo-planar imaging (DWI) sequence (DW-EPI, TR/TE, 6000/63.7 ms; slice thickness, 4 mm; spacing, 0 mm; matrix, 96x108; FOV, 360 mm × 360 mm). Sensitizing diffusion gradients were applied in three orthogonal directions (x, y, z) with b values of 0 and 900 s/mm², respectively. A three-dimensional (3D) fat-suppressed (FS) T1-weighted VIBRANT dynamic sequence (flip angle, 10°; TR/TE, 5.8/2.1 ms; slice thickness, 1.2 mm; spacing, 1.2 mm; matrix, 512x512; FOV, 350 mm × 350 mm) was acquired once before and five times after intravenous injection of contrast medium (0.1 mmol/kg of gadopentate dimeglumine agent followed by a 20-mL flush of saline solution). Temporal resolution for each dynamic acquisition was 84 s.

2.3. Proposed radiomics scheme

The proposed radiomics analysis scheme (Fig. 1) exploits multi-parametric representations of intra-lesion heterogeneity from DCE and DWI sequences. DCE representations considered the 2nd post-contrast DCE frame [31] and three enhancement kinetic maps (Initial Enhancement (IE), Post Initial Enhancement (PIE), Signal Enhancement Ratio (SER)[29]) reflecting tissue angiogenesis and vascular permeability. DWI representation considered the ADC map, reflecting tissue microstructure and cellularity. Lesion region segmentation was performed on the 2nd post-contrast DCE frame (i.e. on a single slice representative of lesion largest diameter, selected by an experienced radiologist) and propagated to the remaining four (4) maps. Lesion contour propagation was enabled by intra-sequence and inter-sequence registration step. Intra-lesion heterogeneity, as depicted on a single representative slice of each multi-parametric representation scheme, is quantified by means of 1st order statistics and texture features (GLCMs and GLRLMs based) analysis. The discriminating ability of multi-parametric heterogeneity biomarkers is investigated with three machine learning models (Logistic
feature selection method Least-Absolute-Shrinkage and Selection-Machine (LASSO) [35], following Regression (LR) [32], Random Forest (RF) [33], Support Vector Machine-Sequential Minimal Optimization (SVM-SMO) [34], following feature selection method Least-Absolute-Shrinkage and Selection-Operator (LASSO regression [35]).

2.3.1. Intra- and inter-sequence image registration

In order to capture intra-lesion pixel-wise heterogeneity properties across multi-parametric representations, all DCE and DWI images were aligned to a single post-contrast slice (2nd post-contrast DCE frame considered the reference image) exploiting multi-resolution non-rigid registration schemes [30,36]. The adopted registration schemes combine three levels of affine and a final resolution level of a 3rd order b-spline transform, utilizing the Mutual Information as a cost function [37], while different pyramids and optimizers have been selected for the two intra and the inter-sequence registration schemes.

2.3.1.1. Intra DCE sequence registration.

The selected 2nd post-contrast DCE frame (slice representative of lesion diameter) served as the reference image, to which the pre-contrast and the remaining four (4) post-contrast frame slices (moving images) were registered to reduce motion and geometrical distortions [38]. In case of DCE intra-sequence registration the applied registration scheme employs a shrinking pyramid [39] and the regular step gradient descent optimizer [37].

2.3.1.2. Intra DWI sequence registration.

The non-diffusion weighted image (named S₀, with corresponding value b₀ = 0 s/mm²), proximal to the reference slice according to z axis slice location, was selected to be initially aligned to the reference image, as subjected to less gradient and motion correlated artifacts, compared to the high b value image (named S₀₀₀₀, with corresponding value b₀₀₀₀ = 900 s/mm²) [40]. The high b value image/slice (S₀₀₀₀) is then aligned to the registered S₀₀₀₀ to remove intra DWI motion artifacts. Similar to DCE intra-sequence registration, DWI intra-sequence registration employs a shrinking pyramid [39] and the regular step gradient descent optimizer [37].

2.3.1.3. Inter-sequence (DCE-DWI) registration.

The adopted registration between DCE and DWI targets to propagate lesion segment, defined on 2nd post-contrast DCE frame, across the remaining four (4) parametric maps (IE, PIE, SER and ADC), allowing accurate texture sampling [36]. In case of inter-sequence registration, the adopted scheme utilized a Gaussian pyramid [39] and the adaptive stochastic gradient descent optimizer [37]. The Elastix 4.5 [39] software for intensity-based medical image registration based on the open source software Insight Toolkit (ITK) version 4.0 [41] was used for implementation of the registration scheme.

2.3.2. Lesion region segmentation

Breast lesion contouring was performed on the 2nd post-contrast DCE frame, characterized by improved lesion contour/border identification as compared to remaining post-contrast time frames (e.g. 3rd, 4th) and improved spatial resolution as compared to corresponding DWI slices [31,36]. Initially, an experienced radiologist defined a loose rectangular region of interest (ROI), containing the whole lesion, including necrotic or hemorrhagic/cystic portions of the lesion (2D analysis). A semi-automated segmentation algorithm based on Fuzzy C-Means clustering (FCM) [42,43] was adopted for lesion contour/border delineation. The FCM algorithm was applied on each defined ROI, building the lesion likelihood membership map (cluster number, 2; weighting exponent, 2; stop criteria, 0.0005; max iteration, 100), subsequently, followed by binarization (of the lesion membership map with empirically chosen threshold value), connected component labeling and morphological operations (i.e. object selection and hole filling) to derive the final lesion contour (MatLab R2017b Math Works, Natick, MA, www.mathworks.com). Evaluation of the adopted segmentation method accuracy was assessed with the Dice similarity coefficient (Sørensen index) [44,45]. The segmented lesion contour (defined on the 2nd post-contrast DCE frame) was propagated to the remaining four (4) four parametric maps (IE, PIE, SER and ADC) a process enabled by the previously described intra- and inter-sequence registration step. In order to evaluate the reliability of the adopted semi-automated segmentation process in the subsequent analysis, all radiomics features extracted from both FCM and manual ROIs (masks/segments) have been tested for robustness/reproducibility. The two-way mixed effect model, single measurement for absolute agreement Intra-class Correlation Coefficient (ICC) index [46], with a pre-defined threshold of ICC > 0.90, was used to identify highly stable features that are insensitive to segmentation variability (IBM SPSS Statistics software 24.0, 2016) [47].

2.3.3. DCE model-free parametric maps (IE, PIE and SER map)

The interpretation of contrast uptake signal intensity curves (related to tissue perfusion, vessel permeability and tumor vascularity) may be assessed qualitatively (BI-RADS lexicon), semi quantitatively (model-free approach) and quantitatively (pharmacokinetic modeling) [9,10]. In the model-free approach, signal intensity curves demonstrate two main phases of enhancement, early or initial enhancement and delayed or post initial enhancement [29]. IE demonstrates the rise of signal tissue intensity within the first 3 min after contrast injection, while PIE demonstrates the behavior of signal intensity curve after peak enhancement. The SER parameter is related with the post-initial appearance of signal intensity curve, incorporating both the signal change in the initial and the post initial phase relative to the pre-contrast signal measurement.

Adopting a model-free approach, the following three independent enhancement kinetic parameters were calculated in a pixel-wise basis maps, according to [9,29]:

Fig. 1. Proposed radiomics analysis scheme.
\[ IE = \frac{\max S(t) - S(0)}{S(0)} \]  
\[ PIE = \frac{S(5) - \max S(t)}{\max S(t) - S(0)} \]  
\[ SER = \frac{\max S(t) - S(0)}{S(5) - S(0)} \]

where \( S(t) \) is the signal intensity of each pixel at registered DCE slices, at distinct time points: pre-contrast (\( t = 0 \)) and five post-contrast time points (1\st, 2\nd, 3\rd, 4\th and 5\th), respectively.

### 2.3.4. DWI parametric map (ADC map)

Apparent Diffusion Coefficient (ADC) has emerged as a valuable metric for quantifying changes in water mobility in vivo [17] which is directly correlated with tissue cellularity and structure. Restricted water mobility within tissues, due to increased cellularity, corresponds to high signal intensity on DWI but low ADC values.

In this study a mono-exponential model was fitted to the registered \( S_{0\_reg} \) and \( S_{900\_reg} \) lesion slices, allowing pixel-wise calculation ADC map generation:

\[ ADC = -\frac{1}{b_{900}} \ln \frac{S_{900\_reg}}{S_{0\_reg}} \]

where \( b_{900} = 900 \text{s/mm}^2 \) and \( S_{0\_reg}, S_{900\_reg} \) the signal intensity of the registered \( S_0, S_{900} \) images, respectively. DCE and ADC parametric mapping was achieved with in-house code in MatLab R2017b (MathWorks, Natick, MA, www.mathworks.com).

Fig. 2 depicts intra-lesion heterogeneity of a benign (1\st column) and a malignant (2\nd column) case at 2\nd post-contrast DCE frame at the four (4) parametric maps (IE, PIE, SER and ADC), respectively.

### 2.3.5. Feature extraction

Each lesion ROI segment, as depicted on a single representative slice of each parametric MRI representation (2\nd post-contrast DCE frame, IE map, PIE map, SER map and ADC map), was subjected to 1\st order statistics and texture features (GLCMs and GLRLMs based) feature extraction. A total of 27 quantitative imaging features was extracted, including eleven (11) 1\st order statistics and sixteen (16) texture features (GLCMs and GLRLMs based) features. Specifically, eleven (11) were calculated from Gray Level Co-occurrence Matrices-GLCM [48] and five (5) from Gray Level Run Length Matrices-GLRLM [49].

1\st order statistics were analyzed on pixel raw values, in order to preserve the biophysical meaning of parametric MRI representations intensity values, while for the 1\st order statistics entropy (Shannon’s entropy) an intensity histogram with fixed bin number (8 bits/pixel) was considered as this feature can only be derived from a discretized distribution. 1st order statistics features were analyzed with in-house code (MatLab R2017b Math Works, Natick, MA, www.mathworks.com).

In case of texture feature extraction (GLCMs (2\nd order statistics), and GLRLMs based features), each lesion ROI segment across the 5 parametric MRI representations was processed, considering the within ROI intensity range selection [\( \mu \pm 3\sigma \)], where \( \mu \) is the mean of pixel intensity values within lesion ROI and \( \sigma \) is the standard deviation, (outlier correction) and discretized to 6 bits/pixel in order to minimize contrast and brightness variation and reduce computational cost of texture features [50]. The 11 features calculated from GLCM, considered distance of one pixel (\( d = 1 \)), while four directions (0°, 45°, 90° and 135°) were considered both for GLCM and GLRLM features. Features extracted from GLCM and GLRLM were averaged over the four directions to obtain rotationally invariant features. Texture features were extracted employing the publicly available MaZda package v4.6 [51].

---

Fig. 2. Multi-parametric representation of one benign and one malignant breast lesion: a. 2\nd post-contrast breast DCE frame for the benign breast lesion, b. 2\nd post-contrast breast DCE frame for the malignant breast lesion, c. benign breast lesion ROI segment on 2\nd post-contrast DCE frame, d. malignant breast lesion ROI segment on 2\nd post-contrast DCE frame, e. benign breast lesion ROI segment on Initial Enhancement (IE) map, f. malignant breast lesion ROI segment on Initial Enhancement (IE) map, g. benign breast lesion ROI segment on Post Initial Enhancement (PIE) map, h. malignant breast lesion ROI segment on Post Initial Enhancement (PIE) map, i. benign breast lesion ROI segment on Signal Enhancement Ratio (SER) map, j. malignant breast lesion ROI segment on Signal Enhancement Ratio (SER) map, k. benign breast lesion ROI segment on Apparent Diffusion Coefficient (ADC) map (mm²/sec) and l. malignant breast lesion ROI segment on Apparent Diffusion Coefficient (ADC) map (mm²/sec).
The mathematical definitions of the 27 quantitative imaging features extracted for each parametric MRI representation are provided in the Appendix (Supplementary material).

Regarding DCE parametric representations (2nd post-contrast DCE frame, IE, PIE and SER map), a total of 108 texture features was extracted (27 quantitative imaging features × 4 parametric DCE representations), while in case of DWI parametric representation, 27 features were extracted from the ADC map, for each breast lesion of the patient cohort. 135 features (27 features × 5 parametric MRI representations) were extracted from the multi-parametric scheme.

2.3.6. Statistical analysis

The Shapiro-Wilk test was utilized (p < 0.05) to test normality of feature values distribution in the dataset analyzed (IBM SPSS Statistics software 24.0, 2016) [47]. As the extracted features follow a non-normal distribution, the non-parametric Mann-Whitney U test was used (MatLabR2017b, Math Works, Natick, MA, www.mathworks.com), to assess existence of statistical significant difference of individual features between benign and malignant lesion status. Bonferroni correction for multiple tests was considered to adjust the level of significance [52].

2.4. Univariate classification schemes

Three efficient machine learning classifiers including Logistic Regression (LR), Random Forest (RF) and Support Vector Machine-Sequential Minimal Optimization (SVM-SMO), were exploited to further assess the univariate diagnostic performance of each feature. The above machine learning models were implemented in Weka [53], using the 5-fold cross validation splitting randomly into training/testing scheme. The performance of each classifier was evaluated by means of ROC analysis.

Specifically, the core of Logistic Regression (LR) classifier is the analysis of the relationship between multiple independent variables and a categorical dependent variable by fitting data to a logistic curve. LR establishes a cost function for a classification problem and then iteratively obtains the optimal model parameters through an optimization method [32]. Random Forest (RF) is based on the construction of a bunch of independent decision tree classifiers that are trained on various subsamples of the input data. RF outputs the class with the most occurrences among independent decision tree classifiers [33]. Finally, Support Vector Machine-Sequential Minimal Optimization (SVM-SMO) performs the classification by constructing a hyperplane for separating the classes of the input data and considers an optimization algorithm for solving the quadratic problem that arises during the SVM training [34].

2.5. Feature selection

In order to reduce feature dimensionality and avoid redundant information, prior to the multivariate classification the LASSO feature selection method [35] was implemented using the glmnet package in R programming language [54]. Specifically, the cohort was initially divided randomly into different subsets: The training dataset (66.6% of the dataset samples) used to develop the LASSO model, and the testing set (33.3% of the dataset samples) used for the evaluation of the obtained model. During the training process a nested 5-fold cross validation method was used to identify the optimal parameter λ of LASSO regression method. Since LASSO is a regularization method that shrinks to zero regression coefficients of features considered as attribute noise, the LASSO selection method was targeted to overcome overfitting and improve the generalization ability of the proposed machine learning models.

2.6. Multivariate classification schemes

Subsequently, the three machine learning classifiers were utilized for multivariate analysis in Weka [53], using the 5-fold cross validation training/testing scheme and the performance was evaluated with ROC analysis. The experimental study design was targeted to assess the contribution of individual DCE and DWI parametric representations as well as their combination in classifying malignant from benign breast lesions.

2.7. Z-score analysis

De Long non-parametric approach of z-score analysis was employed to investigate statistically significant classification performance differences (p < 0.05), comparing the AUC values of the ROC analysis [55]. Specifically, z-score was employed to compare classification performance amongst the DCE, DWI and multi-parametric selected features subsets. Additionally, z-score was employed to evaluate classification performance among the LR, RF and SVM-SMO classifiers, utilizing the same three selected feature subsets.

3. Results

In this retrospective study, a total of 73 female patients with 85 (n = 85) histologically verified breast lesions were analyzed. The study population included 33 female patients (mean age ± standard deviation, range; 46.8 ± 13.7, 22–74 years) with 41 (n = 41) benign breast lesions (mean lesion size ± standard deviation, range; 103.7 ± 95.0, 20.0–410.3 mm²) and 40 female patients (mean age ± standard deviation, range; 58.6 ± 13.1, 25–79 years) with 44 (n = 44) malignant breast lesions (mean lesion size ± standard deviation, range; 251.4 ± 197.0, 89.2–1070.0 mm²). Table 1 provides distribution of breast lesions with respect to histopathological subtype and corresponding lesion size (area in mm²).

Accuracy evaluation of the adopted segmentation method (Section 2.3.2) was achieved by comparing the FCM segmented lesion regions with manual segments (ground truth), provided by an expert radiologist, resulting in high values (0.90 for benign lesions, 0.92 for malignant lesions) of the Dice similarity coefficient (Sørensen index) [44,45]. The segmented lesion contour (defined on the 2nd post-contrast DCE frame) was propagated to the remaining four (4) parametric maps (IE, PIE, SER and ADC), a process enabled by the previously described intra-and inter-sequence registration step.

Results of the ICC evaluation metric of reliability [46] indicate that the percentage of features that scored an ICC > 0.90 was 42.2% (57 out of the 135), while the median ICC for all the radiomics features (n = 135) extracted in all the 5 multi-parametric MRI representations, is 0.84.

Regarding the 27 features extracted from the 2nd post-contrast DCE frame the median ICC is 0.80, while for the 3 parametric maps of DCE the median ICC for the 27 features extracted from each one is: median ICC for IE map is 0.87, median ICC for PIE map is 0.75 and median ICC for SER map is 0.83.

The median ICC for the 27 features extracted from the ADC map is 0.91.

<table>
<thead>
<tr>
<th>Histological Subtype</th>
<th>n (%)</th>
<th>Lesion size (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Mean ± Standard Deviation)</td>
</tr>
<tr>
<td>Fibro adenomas</td>
<td>39 (45.8)</td>
<td>102.8 ± 83.5</td>
</tr>
<tr>
<td>Fibrocystic changes</td>
<td>1 (1.2)</td>
<td>401.4 ± 102.0</td>
</tr>
<tr>
<td>Sclerosing Adenosis</td>
<td>1 (1.2)</td>
<td>289.3 ± 105.3</td>
</tr>
<tr>
<td>Total Benign Breast Lesions</td>
<td>41 (48.2)</td>
<td>103.7 ± 95.0</td>
</tr>
<tr>
<td>Invasive Ductal Carcinoma</td>
<td>36 (42.3)</td>
<td>262.2 ± 211.0</td>
</tr>
<tr>
<td>Invasive Lobular Carcinoma</td>
<td>8 (9.5)</td>
<td>244.9 ± 133.6</td>
</tr>
<tr>
<td>Total Malignant Breast Lesions</td>
<td>44 (51.8)</td>
<td>251.4 ± 197.0</td>
</tr>
<tr>
<td>Total of Breast Lesions</td>
<td>85 (100)</td>
<td>185.5 ± 177.5</td>
</tr>
</tbody>
</table>
3.1. DCE intra-lesion heterogeneity biomarkers

Table 2 provides median and interquartile values of benign and malignant breast lesions for the 7 selected features (LASSO regression with optimal parameter \( \lambda \) of 0.092) extracted from DCE representations. Three entropy features, DCE 2nd order (GLCM)-entropy, SER 1st order -entropy and SER 2nd order (GLCM)-entropy, reflecting image complexity and randomness, demonstrate high classification performance for the three classifiers. In addition, descriptive parameters of signal intensity distributions, such as percentiles from both PIE (PIE_{25}perc) and SER map (SER_{50}perc), seem to provide additive information to lesion heterogeneity. However, features extracted from IE map seem to have no contribution to the selected subset. The selected feature subset (2nd post-contrast DCE frame, PIE and SER map) achieved the highest classification performance with the RF classifier (AUC = 0.961 ± 0.030).

Considering the reliability of the proposed 7 selected features (LASSO feature selection scheme) for the DCE representations (2nd post-contrast frame, IE, PIE and SER map) the median ICC value is 0.91, indicating a repeatable scheme.

3.2. DWI intra-lesion heterogeneity biomarkers

Table 3 provides median and interquartile values of benign and malignant breast lesions for the 6 selected features (LASSO regression with optimal parameter \( \lambda \) of 0.068) extracted from DWI representation. ADC_{25}perc, ADC_{50}perc and mean ADC value describing signal intensity, as well as 1st order and 2nd order (GLCM) entropy features seem to capture intra-lesion heterogeneity. The highest classification performance was achieved with RF classifier (AUC = 0.938 ± 0.032).

Considering the proposed 6 selected features (LASSO feature selection scheme) from the DWI representation (ADC map) the median ICC value is 0.95, indicating a repeatable scheme.

3.3. Multi-parametric MRI intra-lesion heterogeneity biomarkers

Table 4 provides the median and interquartile values of benign and malignant breast lesions for the 7 selected features (LASSO regression withoptimal parameter \( \lambda \) of 0.122) out of the 135 originally extracted features (27 features × 5 parametric MRI representations).

In the multi-parametric approach, the feature selection method highlighted the role of DCE parametric representations providing 6 out of 7 selected features, while DWI provides one feature. The role of percentiles and entropy features is in accordance to individual DCE and DWI parametric analysis. Combining DCE and DWI features resulted in increased classification performance for all three machine learning classifiers with the RF achieving the highest (AUC = 0.984 ± 0.025).

In addition, the 7 selected features (LASSO analysis) that compose the final proposed multi-parametric MRI feature subset, achieved ICC > 0.90 (median value of ICC 0.92), indicating a repeatable scheme.

3.4. Comparison of the classification performance of DCE, DWI and Multi-parametric MRI representations

Z-score was employed to investigate statistically significant classification performance differences (\( p < 0.05 \)) (a) among the selected feature subsets for the two individual (DCE and DWI) and the multi-parametric scheme (mpMRI scheme) and (b) among the LR, RF and SVM-SMO classifier (AUC = 0.984 ± 0.025).

Table 4
Median (interquartile) values and corresponding classification performance, in terms of AUC ± SE, of features selected from multi-parametric MRI represen-
tation scheme.

<table>
<thead>
<tr>
<th>Selected Individual Features</th>
<th>Benign Breast Lesions (n = 41)</th>
<th>Malignant Breast Lesions (n = 44)</th>
<th>LR ± SE</th>
<th>RF ± SE</th>
<th>SVM-SMO ± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd post contr. DCE</td>
<td>6.236 ± 0.823</td>
<td>6.587 ± 0.782</td>
<td>±</td>
<td>±</td>
<td>0.795</td>
</tr>
<tr>
<td>Entropy</td>
<td>6.467 ± 0.044</td>
<td>6.782 ± 0.049</td>
<td>±</td>
<td>±</td>
<td>0.048</td>
</tr>
<tr>
<td>1st order</td>
<td></td>
<td></td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>2nd post contr. DCE</td>
<td>2.468 ± 0.814</td>
<td>2.673 ± 0.707</td>
<td>±</td>
<td>±</td>
<td>0.699</td>
</tr>
<tr>
<td>Entropy</td>
<td>2.316 ± 0.045</td>
<td>2.573 ± 0.045</td>
<td>±</td>
<td>±</td>
<td>0.059</td>
</tr>
<tr>
<td>1st order</td>
<td></td>
<td></td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>PIE 25th Perc</td>
<td>0.0261 ± 0.0123</td>
<td>0.1235 ± 0.0869</td>
<td>±</td>
<td>±</td>
<td>0.771</td>
</tr>
<tr>
<td>1st order</td>
<td>0.0247 ± 0.0162</td>
<td>0.0873 ± 0.0056</td>
<td>±</td>
<td>±</td>
<td>0.059</td>
</tr>
<tr>
<td>SER 50th Perc</td>
<td>0.0989 ± 0.1104</td>
<td>0.921 ± 0.873</td>
<td>±</td>
<td>±</td>
<td>0.849</td>
</tr>
<tr>
<td>1st order</td>
<td>0.0829 ± 0.1049</td>
<td>0.914 ± 0.045</td>
<td>±</td>
<td>±</td>
<td>0.059</td>
</tr>
<tr>
<td>SER Entropy</td>
<td>5.991 ± 0.813</td>
<td>5.616 ± 0.700</td>
<td>±</td>
<td>±</td>
<td>0.781</td>
</tr>
<tr>
<td>1st order</td>
<td>5.615 ± 0.6410</td>
<td>6.604 ± 0.045</td>
<td>±</td>
<td>±</td>
<td>0.059</td>
</tr>
<tr>
<td>SER Entropy (GLCM)</td>
<td>6.397 ± 0.044</td>
<td>6.684 ± 0.044</td>
<td>±</td>
<td>±</td>
<td>0.050</td>
</tr>
<tr>
<td>1st order</td>
<td>6.244 ± 0.2559</td>
<td>7.292 ± 0.057</td>
<td>±</td>
<td>±</td>
<td>0.058</td>
</tr>
<tr>
<td>ADC 25th Perc</td>
<td>1.50 (1.30, 0.83 (0.69, 0.866)</td>
<td>0.884 (0.809)</td>
<td>±</td>
<td>±</td>
<td>0.869</td>
</tr>
<tr>
<td>1st order</td>
<td>1.70 (1.72)</td>
<td>(1.72) · 10^-3</td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>(mm^2/s)</td>
<td>(1.70) · 10^-3</td>
<td>(1.72) · 10^-3</td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>Selected Feature Subset</td>
<td>0.943 ± 0.984</td>
<td>0.918 ± 0.918</td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
</tbody>
</table>


SVM-SMO classifiers, utilizing the same three selected feature subsets (Fig. 3).

As it is demonstrated, the classification performance of the selected feature subset from DCE representations with the RF classifier was statistically significantly higher as compared to LR and SVM-SMO (p = 0.0099) (Fig. 3a). In case of DWI representation (ADC map), the RF had statistically significantly higher performance only with the respect to SVM-SMO (p = 0.022), while no statistically significant difference was found between RF and LR (Fig. 3b). In the multi-parametric MRI scheme, the superior performance of the RF classifier (AUC ± SE = 0.984 ± 0.025) was statistically significant with respect to SVM-SMO and LR classification model (p = 0.05) (Fig. 3c).

The performance of the LR classifier in the selected multi-parametric feature subset, was statistically significantly higher as compared to the individual DCE representation (p = 0.019) (Fig. 3d). In case of the selected feature subsets classified with the RF model, statistically significantly higher performance was only demonstrated between DWI and the multi-parametric scheme (p = 0.038) (Fig. 3e). Finally, the multi-parametric SVM-SMO scheme did not demonstrate statistically significant different performance as compared to individual parametric representation (DCE and DWI) (Fig. 3f).

4. Discussion

Classifying breast lesions into benign or malignant pathological status in the clinical routine is mainly focused on imaging biomarkers such as average signal intensity values of the lesions, however, this may lead in misdiagnosis when suspicious non typical tumor phenotypes occur (BIRADS 3 or 4). Thus, novel approaches aiming to quantify imaging breast intra-lesion heterogeneity, including several quantitative gray level intensity biomarkers, are investigated towards more reliable diagnostic conclusions.

In the current study, intra-lesion heterogeneity, manifested at aligned positions of 5 parametric representations (4 DCE and ADC map), has been quantified by a total of 135 1st order statistics and texture features (GLCMs and GLRLMs based) features. The selected feature subset from DCE representations comprised of 7 features, demonstrated high classification performance ranging from 0.899 ± 0.030 to 0.961 ± 0.030 for the 3 classifiers, with the RF classifier performing best. The selected feature subset from DWI representation, composed of 6 features, also demonstrated high classification performance ranging from 0.881 ± 0.037 to 0.938 ± 0.037, again with the RF classifier performing best. The proposed multi-parametric scheme, composed of 7 selected features, has demonstrated the highest performance ranging from 0.918 ± 0.032 to 0.984 ± 0.028 for the 3 classifiers, also verifying best performance for the RF classifier. According to z-score analysis, the performance of RF multi-parametric scheme was statistically significantly higher as compared to DWI, while no statistically significant difference was observed between multi-parametric and DCE representation.

Finally, the multi-parametric RFRF classification scheme performed statistically significantly higher as compared to LR and SVM-SMO schemes.

Results confirm the dominant role of the DCE parameter in the proposed multi-parametric scheme, agreeing with previously reported studies mainly focusing on DCE breast cancer diagnosis [11,12,28,29]. Specifically, Karahalioiu et al. [29], highlighted the role of PIE and SER maps in the quantification of intra-lesion heterogeneity, using texture features (GLCMs and GLRLMs based) obtained high diagnostic performance (AUC of 0.906 and 0.922 for features extracted from PIE and SER, respectively). Recently, three-dimensional semi-quantitative [11] or fully quantitative parametric maps (PK maps) [12] have been introduced exploiting 1st order statistics and texture features (GLCMs and GLRLMs based) features in an ADC stand-alone approach have only been reported in the classification of breast lesions into histological or molecular subtypes [20] and not in the differentiation of benign from malignant breast lesions.

Multi-parametric MRI studies, combining DCE and DWI sequences, have been previously reported including both qualitative and quantitative variables in their analysis. Especially, Cai et al. [25] and Jiang et al. [26] have demonstrated high diagnostic performance (AUC of 0.93 and 0.90, respectively) with a feature subset including 7 enhancement kinetic indices, morphological features, GLCM texture features from DCE as well as the ADC mean value. GLCM features derived from DCE maps based AUC of 0.72 [25] and 0.67 [26], while the ADC mean lesion value has obtained AUC of 0.63 [25] and 0.86 [26]. Another multi-parametric approach proposed by Parekh et al. [27], focusing on quantification of local lesion heterogeneity of lesion Radiomic Feature Maps of 1st order statistics and texture features (GLCMs and GLRLMs based), has also reported high diagnostic performance (AUC = 0.91), with the 1st order statistics entropy feature demonstrating the highest discriminative power on both DCE and ADC maps. In addition, Xie et al. [22], investigated 1st order statistics analysis on both DCE and DWI.
parametric maps, for breast cancer subtype classification, reporting on the discriminating ability of histogram percentile features (AUC range: 0.683 to 0.763). Finally, Xie et al. [23], exploiting multiple machine learning approaches to classify breast cancer histological subtypes, reported an accuracy of 72.4% based on a feature subset of 20 selected features, including DCE and DWI texture features.

The current study agrees with [25–27] regarding the contribution of DCE in the mpMRI scheme, as in the selected feature subset, DCE representations provide 6 out of 7 selected features, while DWI provided one feature. Furthermore, four (4) entropy and three (3) percentile features have been identified as capable of capturing breast intra-lesion heterogeneity, in agreement to [18–20,25–27]. The value of percentiles and entropy features, as intra-lesion phenotypic heterogeneity biomarkers have also been identified across individual DCE and DWI representations. Finally, the contribution of SER map (model-free enhancement kinetic approach) in the multi-parametric scheme is also highlighted (3 out of 7 features of the best performing multi-parametric subset were extracted from SER map).

In addition, acknowledging the importance of pre-processing steps in the workflow of radiomics analysis [56,57], the current study has considered a non-rigid registration scheme towards establishing a mechanism for consistent lesion ROI propagation across the different MRI parametric representations. The affine registration model applied at the first three resolution levels followed by the B-spline transformation, as well as corresponding intensity interpolation at each resolution level, might introduce changes to image appearance and subsequently texture. However, results of this study demonstrate that despite possible alteration of the calculated values of image texture features, they retain their discriminating ability. To the best of our knowledge no study has so far thoroughly investigated the effect of the registration step on either radiomics or texture analysis workflow in breast MRI radiomics.

This study is limited by the relatively small size and composition of patient cohort, the latter comprised of mass like breast lesions (mainly benign fibroadenomas and malignant Invasive Ductal Carcinomas tumors), originating from a single institution. A dataset enriched with lesions of additional histology types will strengthen the generalization ability of the presented findings. When considering small size data sets, as the one used in our study, the use of cross validation [56] is the only option available in ensuring generalizability of classification results, which is an internal validation process and does not waive the need of additional external validation utilizing independent testing datasets. 2D lesion heterogeneity analysis remains at present a viable option in the radiomics field, offering conformance to diagnostic criteria of mass-like lesions in DCE MRI, according to BIRADS terminology [8], as well as lowering computational cost and thus facilitating clinical translatability of the proposed pipeline. 3D analysis is emerging to provide the exploitation of all available data from the entire tumor. Last but not least, exploitation of additional radiomics features, as well as comprehensive investigation of the effect of pre-processing steps such as registration, normalization and discretization, on the performance of the proposed analysis scheme should be considered in future efforts.

5. Conclusion

In conclusion, investigation of intra-lesion imaging heterogeneity biomarkers across multiple breast MRI representations highlighted the value of a multi-parametric feature subset, reflecting the significance of entropy (1st order statistics and 2nd order (GLCM)) and percentile features of 2nd post-contrast DCE frame, PIE and SER maps, as well as the ADC map. The classification performance of the multi-parametric feature subset across three (3) classifiers ranged from 0.918 to 0.984, while the dominant role of the DCE parameter in the multi-parametric

Fig. 3. ROC curves a. classification performance (LR, RF and SVM-SMO) of the selected feature subsets from DCE representations, b. classification performance (LR, RF and SVM-SMO) of the selected feature subsets from DWI and c. classification performance (LR, RF and SVM-SMO) of the selected feature subsets from multi-parametric MRI representations, d. LR classification performance of the selected subsets is investigated among MRI representations (DCE, DWI, multi-parametric), e. RF classification performance of the selected subsets is investigated among MRI representations (DCE, DWI, multi-parametric) and f. SVM-SMO classification performance of the selected subsets is investigated among MRI representations (DCE, DWI, multi-parametric).
scheme is confirmed. Capturing mpMRI breast intralesion phenotypic heterogeneity with order statistics and texture features (GLCMs and GLRLMs based), offers a high classification performance in breast cancer diagnosis.
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