Automatic deep learning-based pleural effusion classification in lung ultrasound images for respiratory pathology diagnosis
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ABSTRACT

Lung ultrasound (LUS) imaging as a point-of-care diagnostic tool for lung pathologies has been proven superior to X-ray and comparable to CT, enabling earlier and more accurate diagnosis in real-time at the patient’s bedside. The main limitation to widespread use is its dependence on the operator training and experience. COVID-19 lung ultrasound findings predominantly reflect a pneumonitis pattern, with pleural effusion being infrequent. However, pleural effusion is easy to detect and to quantify, therefore it was selected as the subject of this study, which aims to develop an automated system for the interpretation of LUS of pleural effusion. A LUS dataset was collected at the Royal Melbourne Hospital which consisted of 623 videos containing 99,209 2D ultrasound images of 70 patients using a phased array transducer. A standardized protocol was followed that involved scanning six anatomical regions providing complete coverage of the lungs for diagnosis of respiratory pathology. This protocol combined with a deep learning algorithm using a Spatial Transformer Network provides a basis for automatic pathology classification on an image-based level. In this work, the deep learning model was trained using supervised and weakly supervised approaches which used frame- and video-based ground truth labels respectively. The reference was expert clinician image interpretation. Both approaches show comparable accuracy scores on the test set of 92.4% and 91.1%, respectively, not statistically significantly different. However, the video-based labelling approach requires significantly less effort from clinical experts for ground truth labelling.

1. Introduction:

Ultrasound imaging is routinely used for diagnostics and is particularly suitable for mass screening of a range of diseases. Amid the COVID-19 pandemic, lung ultrasound (LUS) has proven to be very useful in the diagnosis and management of patients presenting with suspected or confirmed COVID-19 respiratory infection [1–5]. The diagnostic accuracy of LUS in the diagnosis of respiratory pathology, including COVID-19 disease, in expert hands, surpasses chest X-ray and approaches that of computed tomography (CT) [6]; but, unlike CT, which is the current standard investigation for COVID-19, LUS does not require the patient’s transfer to the radiology department due to portability and ease of access to the ultrasound machine. Before diagnosis at initial presentation to healthcare, in particular in resource poor areas with limited or no access to COVID-19 testing, LUS can substitute for other standard investigations as a rapid, affordable and non-invasive test that may also reduce infection risk. The identification and spatial localization within the lungs of several different pathologies, among which pleural effusion, atelectasis, consolidations and interstitial syndrome, are paramount for an accurate and reliable diagnosis. These may present differently depending on the stage of disease progression. For example, pleural thickening in early stages versus sub-pleural thickening in later stages of
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COVID-19 disease. The current problem preventing widespread use of LUS for these applications is that image acquisition and image interpretation are complex and depend on the competency in LUS of the sonographers. The training necessary to reach adequate competency is lengthy and is currently limited by COVID-related physical distancing restrictions around the world. As a result, the availability of these professionals is insufficient to cover the growing demand so, despite its popularity and advantages, LUS has not become more extensively adopted.

In this work we focused on the automatic detection of one of these pathologies potentially involved in COVID-19 induced pneumonitis, pleural effusion. Pleural effusion typically manifests itself as an anechoic area in the intrapleural space (i.e., an area of ultrasound transmission without reflections within the space) [7]. Diagnosis of pleural effusion is important as drainage of fluid can relieve respiratory failure and microbiological culture can guide effective antibiotic treatment. In addition to improving accuracy of diagnosis or exclusion of effusion, LUS can reduce the risk of potentially lethal complications from blind insertion of percutaneous pleural catheters by visualisation of the anatomy of the chest wall, thorax and abdomen, and enabling real-time guidance of the sharp metal drain introducer [8].

The aim of this study was to develop an algorithm that interprets LUS datasets to identify pleural effusion, with comparable or improved accuracy compared to clinical standards in order to allow faster diagnosis and a more robust result irrespective of the competence of the sonographer performing the examination. Machine learning applications for ultrasound imaging interpretation, especially in diagnostics, have grown significantly in recent years [9]. The increasing interest in LUS during the COVID-19 pandemic has sparked the production of several new works on the automation of the diagnosis using deep learning [10] and/or machine learning [11]. But very sparse literature is in general available on automatic detection and quantification of pleural effusion. Notably, Kulhare et al. [12] explicitly mention the pathology, among the others investigated, in their work which is based on short videos of in-vivo swine models; the results they report, though, are based on a smaller dataset, and are significantly worse than the ones produced in our work.

The performances of two labelling methods, frame-based and scanning position-based, have been compared in an effort to reduce the workload on clinical experts that are required to perform the labelling.

2. Material and Methods:

2.1. Dataset

The dataset used for this work was obtained from a study at the Royal Melbourne Hospital (Melbourne Health Human Research Ethics Committee approval HREC/18/MH/269, trial registration: http://www.ANZCTR.org.au/ACTRN12618001442291.aspx) which includes LUS data from 70 patients with either image evidence of pleural effusion (39 patients) and normal lungs (31 patients). For each patient, LUS videos were acquired at six different anatomical zones (scanning positions), three per side, following a standardized LUS protocol. These include right anterior (RANT), left anterior (LANT), right posterior upper (RPU), left posterior upper (LPU), right posterior lower (RPL), and left posterior lower (LPL) zones [13], as shown in Fig. 1. Each patient received at least six ultrasound videos which corresponded to the three anatomical zones per side. In total 623 ultrasound videos were acquired using a Sonosite X-Porte ultrasound imaging system (Fujifilm, Bothell, WA, USA) with a 1–5 MHz phased array transducer probe (Sonosite X-Porte rP19xP) which resulted in 99,209 2D ultrasound images. A phased array probe was used as it has superior depth penetration to a microconvex probe [14], allowing complete visualisation of large effusions and hence estimation of volume, which will be developed in the algorithm. Although phased array probes have less resolution than microconvex and curvilinear probes, resolution is not as important for assessment of effusion than it is for pleural pathology such as interstitial syndrome or pneumothorax [14]. This study was restricted to the detection of anatomical findings, and not of lung ultrasound artifacts. All images were stored using commercial DICOM archiving software (Synapse Cardiovascular, FujiFilm Australia, Murarrie QLD 4172), and de-identified images were used for analysis.

A patient’s lungs were considered normal (free of pleural effusion) if none of the associated ultrasound videos from any of the anatomical zones showed clinical signs of pleural effusion and categorized as “Normal”. However, if at least one of the ultrasound videos demonstrated pleural effusion, the lungs were categorized as “Abnormal”. From the total number of ultrasound images, 20,120 images (20%) showed signs of pleural effusion (see Table 1 and Table 4).

2.2. Pre-processing

An open-source DICOM processing package [15] was used to extract the original pixel data from the compressed DICOM format. The decompression of the pixel data involved the conversion of its photometric interpretation from ‘YBR_FULL_422’ colour space to RGB colour space [16]. In the ultrasound images a variety of overlays, including text (with no patient or institution identification being present), watermarks and trademarks from the ultrasound imaging system were present. All

![Fig. 1. (Left) Right anterior and left anterior; (Middle) LPU, LPL, RPU, and RPL; (Right) Lateral view for LANT, LPU, and LPL (Need to request for the authorization of the picture use).](image-url)
overlays, both inside and outside the ultrasound sectors were replaced by black (background) pixels. The last pre-processing operation was to crop the images to the size of the minimal rectangle containing the ultrasound sector to reduce the image data size before feeding it into the deep learning model.

2.3. Labeling

To provide the deep learning model with ground truth labels for training purposes, a video- and a frame-based labelling approach were used following a weakly supervised and supervised approach respectively.

For each patient, an iLungScan™ report (developed by the Ultrasound Education Group at the University of Melbourne, https://ilungscan.com), validated by LUS experts and clinicians from the University of Melbourne, was available to indicate whether signs of pleural effusion were present in each of the six scanning positions. If present, all images in the videos belonging to that particular scanning position were assigned a binary label indicating if it contains clinical signs of pleural effusion (Score V(video)1). Otherwise, the images were assigned a Score V0. For the frame-based labelling, each ultrasound image has been assigned a binary label indicating if it contains clinical signs of pleural effusion (Score F(frame)1) or not (Score F0) by a clinical expert.

2.4. Data split

The dataset was split into a training and a test set by randomly putting 90% of all patients (63 patients) in the training set and the remaining 10% (7 patients) into the test set. Both the training and test set had a mix of normal cases and pleural effusion patients, but it should be noticed that this does not necessarily ensure balanced classes of normal and pleural effusion videos or frames in each set. For this reason, a weighted random sampler [17,18] from PyTorch was applied to avoid adverse effects of the imbalanced classes. To perform cross validation, 10 folds of training and test sets were created in which each patient appeared at least once in the test set. The details of data split for video- and frame-based trainings for each fold are shown in Tables 2 and 3 respectively.

The class distribution for video-based and frame-based labelling approaches over the entire dataset is presented in Table 4. The video-based class distribution of ultrasound images with Score V1 and Score V0 was approximately 20% vs. 80% in the training set, as shown in Table 5. The frame-based class distribution (Score F1 vs. Score F0) in the training set was approximately 16% vs. 84%, as shown in Table 6.

2.5. Deep learning architecture

The deep learning model introduced in [19] was designed to assign a severity score to ultrasound images of COVID-19 patients. This model made use of a Regularised Spatial Transformer Network (Reg-STN) architecture consisting of convolutional neural networks (CNN) [20] for feature extraction and a Spatial Transformer Network (STN) [21] to perform weakly supervised localization of COVID-19 pathological signs. In our work, instead, the model was used for binary classification of pleural effusion, the specific architecture as shown in the green rectangle of Fig. 1 of [19] is described in detail in section IV.C of the same paper. The approach was weakly supervised because the labelling was performed at the video level, i.e. the experts labelled the video as including or not including pleural effusion, but did not specifically identify in which frame the pathology is present. It is important to note that, while alone it is not sufficient for a diagnosis, pleural effusion is one of the pathologies potentially associated with COVID-19, and its proper evaluation is an essential step for a reliable automatic detection of the viral infection.

In agreement with the approach proposed in [19], the Adam optimizer was used and the model was trained with a batch size of 64 for 120 epochs. The training of the model was performed on a Linux workstation with a dual Nvidia Titan RTX GPU (128 GB memory, Intel i9-9820X CPU @ 3.30 GHz x20, 24 GB dedicated GPU memory) (Lambda Labs, San Francisco, CA, USA).

2.6. Evaluations

The performance of the deep learning model for both frame-based and video-based labelling approaches was evaluated by calculating classification accuracy, precision, recall and F-score metrics. In addition, confusion matrices were generated. It is important to note that the model trained by the video-based labelling approach (‘the video-based model’) generated predictions on the frame-based level (images) and was then evaluated on the frame-based ground truth labels, i.e., not on the video-based ground truth labels it was trained with. In other words, the video-based approach is weakly supervised.

3. Results

Overall, the video-based labelling approach reached 91.12% mean accuracy in the test set over the 10-folds, and the frame-based labelling approach reached 92.38%, which was 1.26% higher than the video-based labelling approach. The F1-score of the frame-based and the video-based approaches were used to determine which folds had the best and worst performance: for both approaches, the same folds resulted either the best or the worst. The F1 scores of the best fold are 87.71% and 90.47% for the video-based approach and the frame-based approach, respectively, as shown in Table 7.

A T-test was performed on the accuracies of the two labelling approaches and produced a p-value of 0.422. Using a common significance level of 0.05, this means there is no statistically significant difference between the performance of the video-based and the frame-based labelling approaches.

Based on the F1-scores, the best and the worst folds for the test set
were selected to present the confusion matrices in the following Tables 8–11. In the best fold, the video-based labelling approach had 1881 true positives (3 less true positives than the frame-based approach) while it had 9789 true negatives (127 less true negatives than the frame-based approach). In the worst fold, the video-based labelling approach had 420 true positives (119 more true positives than the frame-based approach) while it had 6486 true negatives (261 less true negatives than the frame-based approach).

For the training set, the video-based labelling approach reached 99.97% mean accuracy. The frame-based labelling approach reached 99.93%, 0.04% lower compared to the video-based labelling approach. The F1-scores are both around 99.98% for the video-based and the frame-based approach, respectively, as shown in Table 12.

In Tables 13 and 14 the confusion matrices for the video-based and the frame-based labelling approach, evaluated on the training set, are presented. The frame-based labelling approach had 43,806 true positives (536 more true positives than the video-based approach) and 44,026 true negatives (332 more true negatives than the video-based approach).

Fig. 2 shows an example of LUS images where the prediction is normal class. For the training set, the video-based labelling approach reached 99.77% mean accuracy. The frame-based labelling approach reached 90.87%, 9.90% lower compared to the video-based labelling approach. The F1-scores are both around 99.98% for the video-based and the frame-based approach, respectively, as shown in Table 12.

In Tables 13 and 14 the confusion matrices for the video-based and the frame-based labelling approach, evaluated on the training set, are presented. The frame-based labelling approach had 43,806 true positives (536 more true positives than the video-based approach) and 44,026 true negatives (332 more true negatives than the video-based approach).

Fig. 2 shows an example of LUS images where the prediction is normal class.
Table 7
The comparison of mean accuracy, F1-score, precision and recall between the video-based and the frame-based approach, evaluated on the test set.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Video-based labelling approach</th>
<th>Frame-based labelling approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean accuracy</td>
<td>91.117%</td>
<td>92.378%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3.3525</td>
<td>3.1525</td>
</tr>
<tr>
<td>Accuracy (the best fold)</td>
<td>95.68%</td>
<td>96.75%</td>
</tr>
<tr>
<td>F1-score (the best fold)</td>
<td>87.71%</td>
<td>90.47%</td>
</tr>
<tr>
<td>Precision (the best fold)</td>
<td>87.29%</td>
<td>92.76%</td>
</tr>
<tr>
<td>Recall (the best fold)</td>
<td>88.14%</td>
<td>88.28%</td>
</tr>
<tr>
<td>Accuracy (the worst fold)</td>
<td>84.58%</td>
<td>86.30%</td>
</tr>
<tr>
<td>F1-score (the worst fold)</td>
<td>40.02%</td>
<td>34.98%</td>
</tr>
<tr>
<td>Precision (the worst fold)</td>
<td>38.85%</td>
<td>42.82%</td>
</tr>
<tr>
<td>Recall (the worst fold)</td>
<td>41.26%</td>
<td>29.57%</td>
</tr>
</tbody>
</table>

Table 8
Confusion matrix of the best fold for the video-based labelling approach, evaluated on the test set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 1,881</td>
<td>FP: 274</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 253</td>
<td>TN: 9,789</td>
</tr>
</tbody>
</table>

Table 9
Confusion matrix of the best fold for the frame-based labelling approach, evaluated on the test set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 1,884</td>
<td>FP: 147</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 250</td>
<td>TN: 9,916</td>
</tr>
</tbody>
</table>

Table 10
Confusion matrix of the worst fold for the video-based labelling approach, evaluated on the test set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 420</td>
<td>FP: 661</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 598</td>
<td>TN: 6,486</td>
</tr>
</tbody>
</table>

Table 11
Confusion matrix of the worst fold for the frame-based labelling approach, evaluated on the test set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 301</td>
<td>FP: 402</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 717</td>
<td>TN: 6,745</td>
</tr>
</tbody>
</table>

Table 12
The comparison of accuracy and F1-score between the video-based and the frame-based approach, evaluated on the training set.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Video-based approach with the frame-based ground truth labels</th>
<th>Frame-based approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Accuracy</td>
<td>99.97%</td>
<td>99.93%</td>
</tr>
<tr>
<td>Accuracy (the best fold)</td>
<td>99.99%</td>
<td>99.95%</td>
</tr>
<tr>
<td>Precision (the best fold)</td>
<td>99.98%</td>
<td>99.95%</td>
</tr>
<tr>
<td>Recall (the best fold)</td>
<td>99.99%</td>
<td>99.96%</td>
</tr>
<tr>
<td>F1-score (the best fold)</td>
<td>99.99%</td>
<td>99.95%</td>
</tr>
</tbody>
</table>

Table 13
Confusion matrix of the best fold for the video-based labelling approach, evaluated on the training set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 43,270</td>
<td>FP: 7</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 5</td>
<td>TN: 43,694</td>
</tr>
</tbody>
</table>

Table 14
Confusion matrix of the best fold for the frame-based labelling approach, evaluated on the training set.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Score 1 (Actual)</th>
<th>Score 0 (Actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score 1 (Predicted)</td>
<td>TP: 43,806</td>
<td>FP: 23</td>
</tr>
<tr>
<td>Score 0 (Predicted)</td>
<td>FN: 17</td>
<td>TN: 44,026</td>
</tr>
</tbody>
</table>

4. Discussion

In this work we have demonstrated the first step to automating LUS image evaluation, in particular introducing automatic detection of pleural effusion, both using a video-based and a frame-based labelling approach. This is part of a larger project to provide potentially untrained operators with a reliable diagnostic tool for COVID-19 induced respiratory disease.

This is challenging because a combination of intercurrent pathologies including pleural effusion, atelectasis (collapsed lung), consolidation, interstitial syndrome and pneumothorax need to be identified as these can be alternative cause of a patient’s respiratory symptoms. With our initial effort, we focused on pleural effusion because besides developing a tool to address the COVID-19 pneumonia diagnosis, we believe an accurate, timely and quantitatively reliable estimate of effusion is also pertinent for improved patient care. Moreover, pleural effusion is the easiest pathology to identify on LUS. In COVID-19 lung pathology, interstitial syndrome and bronchopneumonia are significantly more common but have more subtle ultrasound characteristics. Pleural effusion, by contrast, is far more easily distinguished by its harsh contrast and clear interface to adjacent soft tissues. As mentioned, LUS helps determine the location and severity of pleural effusion, which in turn have a pivotal role in deciding if further invasive management is appropriate. Our group is also working concurrently on the other lung pathologies, for each of which the approach is the same: the algorithms developed can be combined into a lung pathology diagnostic tool, or as separate specific identification and evaluation tools. Future work includes extension of the algorithm to automatically segment pleural effusion, which will enable estimation of the pleural effusion volume, an important parameter useful for treatment decisions.

Since it is now clear that the most impacted regions in the world are and will be the resource-poor ones, due to the limited access to good level healthcare, it is vital to propose diagnostic methods and systems that are cost-effective, deployable at the bedside, easy to use and
reliable. Ultrasound based systems hold the potential to fulfil all these requirements if a sufficient level of automatisation at the image acquisition and at the interpretation stages is available. Automation will also increase the reliability of LUS, reduce the risk of error in diagnosis, and inappropriate patient management. The LUS training burden may also be reduced in the presence of algorithms such as the one introduced here to assist the sonographer. It is estimated to take between 3 and 6 months of full-time training to reach proficiency under current conventional training approaches. Finally, the experience developed with this project will be transferable to other types of clinical ultrasound imaging which suffer from similar limitations such as transthoracic echocardiography, abdominal ultrasound and ultrasound screening for deep venous thrombosis. It is imperative to highlight that access to ultrasound machines is no longer a barrier as handheld ultrasound systems cost as low as US$500 in 2020. This makes US an economical imaging modality compared to others. Provided that sufficient automation is implemented, LUS is presently the only portable, cost-effective and real-time imaging technique for monitoring individuals at risk of subclinical deterioration in the outpatient setting. LUS is also an efficient risk stratification tool. It can be used to predict possible deterioration of subclinical pulmonary disease in hospital wards and indicate the need for early intubation and mechanical ventilation, which may avoid unnecessary deaths. In critical care settings, LUS helps predict which patients will benefit from prone or high positive end-expiratory pressure

Fig. 2. Images for which the prediction is different between the video- and frame-based labelling approach. (A) True positive (frame-based) and false negative (video-based) This LUS image from the LPL scanning position shows signs of pleural effusion; (B) True negative (frame-based) and false positive (video-based) This LUS image from the RPL scanning position shows no pleural effusion signs; (C) False positive (frame-based) and true negative (video-based). This LUS image from the RANT scanning position shows no signs of pleural effusion; (D) false negative (frame-based) and true positive (video-based) This LUS image from the RPL scanning position shows signs of pleural effusion.

Fig. 3. Images for which the prediction is the same for the video- and frame-based labelling approach. (A) False negative. This LUS image from the RPL scanning position shows signs of pleural effusion; (B) False positive. This LUS image from the RPL scanning position shows no strong signs of pleural effusion. The small black rectangles at the bottom of the image are the replaced black pixels of the overlays inside the ultrasound sector; (C) True negative. This LUS image from the LPU scanning position shows no signs of pleural effusion; (D) True positive. This LUS image from the RPL scanning position shows the pathological signs of pleural effusion.
versus prone ventilation and which ones will not.

In this work, a frame-based and a video-based (weakly supervised) labelling method were implemented, where the latter is completely novel and showed a comparable accuracy score with significantly less labelling effort significantly. For example, for the dataset used here, only 623 video labels were required compared to 99,209 frame labels. Although the accuracy is still high for the worst performing fold, the recall and the F1 score are significantly lower than the best fold. This means that the generalization of the algorithm could be improved which needs to be investigated further.

It is important to highlight that there is no known lung ultrasound feature that is pathognomonic for COVID-19 infection. Which means that training the algorithm adding the information about COVID diagnosis would not help identify COVID-19 patients from effusion evaluations. In particular, the prevalence of pleural effusions seems to be variable from available studies [22]. Effusion can be categorised into simple (anechoic), or complex (with septations or internal echogenicity). Simple effusions usually indicate transudates while complex effusions are generally associated with exudates. The process of obtaining pleural fluid specimens is considered an aerosol generation procedure and is therefore generally avoided where possible in patients suspected or confirmed for COVID-19 infection. The definitive characterisation of the pleural effusion requires chemical and biochemical analysis in the laboratory. To date, COVID-19 related pleural effusions were reported mostly to be exudative [23,24]. Based on these, it’s more than likely that COVID-19 related pleural effusions are indistinguishable from effusions of other infective causes. It is the combination of clinical history, underlying epidemiological risk and exposures, together with the ultrasound findings that may lead to a reliable diagnosis of COVID-19 induced respiratory disease. So, accurately and precisely identifying all the possible pathologies that are part of the ultrasound findings is an essential step towards automatic COVID-19 diagnosis, and the work presented in our paper is the first step as mentioned in this direction.

Effusion among these pathologies is particularly important because its presence may be predictive of a worse prognosis and can indicate bacterial superinfection in COVID-19, based on prior experience with MERS-CoV [22]. On the other side, as previously mentioned, identifying pleural effusion is also a valuable tool in general, besides COVID-19. In fact, it allows clinicians to consider alternative causes for patients’ shortness of breath, fever etc. such as, for example, presence of a concurrent medical condition such as acute decompensated heart failure, that also requires prompt treatment.

The problem is inherently three-dimensional because, as most scanning protocols nowadays suggest, it is necessary to scan both lungs at several different locations to diagnose reliably this type of viral pneumonitis. As a matter of fact, it is actually four-dimensional, because the longitudinal evolution of some of the pathologies associated with the disease provides essential information to make appropriate treatment decisions. A limitation of the training we have performed in this paper is that it was performed using single 2D frames, instead of whole videos or 3D volumes and that no volumetric information (i.e., for example, using context information together with the frame) was added. One of the next steps in our project will be to implement spatial localization of each of the frames from the patient and produce a diagnosis based on the combination of the evaluations performed along all the scanning planes. Spatial localization is paramount especially in the COVID-19 induced disease framework where a single plane of view is not sufficient to formulate a reliable diagnosis. We plan to train our algorithms on other pathologies which are involved in these types of pneumonia such as, for example, atelectasis, consolidations, interstitial syndrome and pneumothorax. Ultimately, the ability to automatically and accurately identify all lung pathologies together with their correct spatial localization will allow for a clinically accurate diagnosis.

The training was performed with data from one single institution, part of future work is to include more institutions in the collaboration. Nevertheless, we are confident these results are representative of a general population since there is general international scientific consensus on the acquisition protocol followed by the hospital providing the data. Moreover, the data used contained only healthy cases or pleural effusion cases, therefore in principle it is not possible to establish at this stage whether the presence of other pathologies may affect these results. Another potential limitation in this study is that the ultrasound images were not verified with the current gold standard, CT of the chest, and it is possible that small effusions may have been missed. However, the accuracy of ultrasound is very close to CT, having a sensitivity and specificity at detecting pleural effusion between 90% and 100% [25]. In addition, it is likely that if ultrasound did miss a few effusions, the size of these effusions would be small and probably not clinically significant. It is also vital to highlight that the purpose of this study was to train an algorithm which could perform at the same level as expert clinicians who use LUS for pleural effusion diagnosis in normal clinical setups. As previously mentioned, these diagnoses are often performed without the support of CT scans, as LUS is currently considered a reference imaging modality for this task, since it is advantageous over CT for reasons including lower cost, absence of ionising radiation, and because it allows real-time scanning for procedural guidance. So, for the purpose of this work, the images used for training can be considered ground truths, since they have been reviewed by two clinicians trained in LUS, who independently confirmed presence of pleural effusion, one at point-of-care, and one at a later date for the purpose of this study.

5. Conclusions

In this work, it has been shown that it is possible to diagnose automatically, efficiently and reliably pleural effusion on clinical LUS images using deep learning (in particular based on the Reg-STN architecture). The algorithm proposed interprets LUS datasets to identify pleural effusion, with comparable or improved accuracy compared to clinical standards (for both the frame-based and scanning position-based labelling methods) and allows faster diagnosis and a more robust result irrespective of the competence of the sonographer performing the examination. We have also demonstrated that video-based labelling approach can achieve comparable results to a frame-based labelling approach for classifying pleural effusion in lung ultrasound images. This significantly reduces the input required from clinical experts to provide ground truth labels.

This is the first step towards full automation of LUS evaluation for
lung pathologies, which will democratise effective access to diagnostic tools for diseases such as viral pneumonias, including COVID-19 induced respiratory inflammations.
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