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**ABSTRACT**

**Purpose:** Breast dosimetry in mammography is an important aspect of radioprotection since women are exposed periodically to ionizing radiation due to breast cancer screening programs. Mean glandular dose (MGD) is the standard quantity employed for the establishment of dose reference levels in retrospective population studies. However, MGD calculations requires breast glandularity estimation. This work proposes a deep learning framework for volume glandular fraction (VGF) estimations based on mammography images, which in turn are converted to glandularity values for MGD calculations.

**Methods:** 208 virtual breast phantoms were generated and compressed computationally. The mammography images were obtained with Monte Carlo simulations (MC-GPU code) and a ray-tracing algorithm was employed for labeling the training data. The architectures of the neural networks are based on the XNet and multilayer perceptron, adapted for each task. The network predictions were compared with the ground truth using the coefficient of determination ($r^2$).

**Results:** The results have shown a good agreement for inner breast segmentation ($r^2 = 0.999$), breast volume prediction ($r^2 = 0.982$) and VGF prediction ($r^2 = 0.935$). Moreover, the $DgN$ coefficients using the predicted VGF for the virtual population differ on average 1.3% from the ground truth values. Afterwards with the obtained $DgN$ coefficients, the MGD values were estimated from exposure factors extracted from the DICOM header of a clinical cohort, with median(75 percentile) values of 1.91(2.45) mGy.

**Conclusion:** We successfully implemented a deep learning framework for VGF and MGD calculations for virtual breast phantoms.

1. Introduction

Digital mammography is an imaging technique recommended in several countries for breast cancer screening, being associated with a reduction in mortality rate and successful treatment of breast cancer [1]. Mean glandular dose (MGD) is currently the adopted quantity used for dosimetry in mammography, since glandular tissue is the most prone to radiation-induced mutations. Historically, MGD values have been estimated considering simplified breast models [2], which are not, however, representative of mean population glandular tissue content and distribution [3], and can results in significant differences [4,5].

With the development of new breast imaging techniques (i.e. digital breast tomosynthesis, DBT, and breast-CT), the quantity and vertical location of glandular tissue within the breast could be better evaluated to generate heterogeneous breast models [6–13]. Breast-CT provides more accurate breast models, since it allows to characterize in details the 3D distribution of the breast tissues [14] and could be used for patient-specific dose estimation. However, this technique is not available worldwide and it is limited to a small cohorts or number of images. Thus, breast models based on breast-CT images are not viable to cover the large populations variability where this technique is not implemented yet. Although the vertical location of glandular tissue within the breast is necessary for patient-specific dose estimation, homogeneous models based on more realistic and specific breast characteristics (i.e. dimensions and composition) could be used to obtain a more accurate radiation dose estimates. This allows to establish more accurate Dose Reference Levels [15] for large populations compared to a model that adopts the same glandularity for the entire population. In addition, the large number of images from mammography screening acquired each year around the world could be an important data source for the development of population-based breast models.

For a more accurate evaluation of MGD in a large population-based
screening mammography, it is desirable to use an estimator to predict the breast glandular content from the images for each patient breast. Quantitative assessment of breast density (BD) based on mammography images has been largely performed using automated or semi-automated imaging systems, such as Cumulus (University of Toronto, Canada), Volpara (Volpara Solutions Ltd., New Zealand), Quantra (Hologic Inc., Bedford, MA, USA) and LIBRA (University of Pennsylvania, USA), among others. Most of them are commercially available and used for clinical applications. Although the accuracy and robustness of these systems has been extensively explored and they have excellent or moderate reliability for repeated breast density measures [16,17], the results are validated against other 3D breast imaging modalities results or using physical breast phantoms. However, such validations can be challenging since the ground truth from real patient images are always unknown and the target breast density are indirectly estimated from 3D imaging techniques, resulting in uncertainties due to tissue segmentation. Moreover, when physical breast phantoms (simplified or anthropomorphic) are used, a limitation of availability and variability between them in terms of materials, costs and infrastructure appears. There is also the distinction between breast density based on area and the volumetric breast density (VBD), where the latter considers the variation of the breast thickness during compression and enables an estimation of the breast composition [18]. Recently, also deep learning techniques have been employed for breast density assessments in mammography [19–23]. Although with promising results, a significant number of labeled data is required to train these models, which are usually acquired via other breast density algorithms or categorized by radiologists. On top of the difficulty to obtain the training data, the labeled results acquired indirectly do not represent the ground truth values, but predictions (which could carry potential errors and biases). Therefore, another method to acquire labeled data to train deep learning models would be useful. Considering this scenario, a virtual clinical study could generate the necessary data, where the ground truth is known in order to train deep learning models. In addition, an independently trained deep learning model freely available could be a comparative/complementary result to other VBD algorithms.

This work presents the development of a deep learning framework for calculating the breast volume and the volume glandular fraction (VGF, consequently the VBD) from simulated mammography images obtained with anthropomorphic virtual phantoms. In this preliminary study, we show the feasibility and performance of training three neural networks, one for each specific task (segmentation, height prediction and relative glandular height prediction) with a labeling system based on a ray-tracing algorithm in order to obtain the breast glandularity. Afterwards, in an application topic, the MGD is estimated for the virtual breast phantoms using a homogeneous model approximation with the predicted glandularity and exposure parameters based on a clinical cohort.

![Flowchart of the whole pipeline of this study to calculate the breast glandularity and mean glandular dose based on virtual patients.](image)

### Table 1

Characteristics of the breast phantoms. The radius is calculated by approximating the breast as a semicylinder. The values are expressed as median(25–75 percentiles).

<table>
<thead>
<tr>
<th>Phantoms</th>
<th>Thickness (cm)</th>
<th>Volume (cm$^3$)</th>
<th>Radius (cm)</th>
<th>VGF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthro</td>
<td>5.8</td>
<td>420</td>
<td>6.7</td>
<td>0.23</td>
</tr>
</tbody>
</table>

### 2. Materials and Methods

The methodology used in this study is summarized in Fig. 1. Specific details related to each step of the flowchart are described in the following sections.

#### 2.1. Computational breast phantoms

Anthropomorphic 3D breast phantoms were generated with the BreastPhantom software [24], based in two steps. First, the input parameters were selected in order to generate breasts with different sizes, shapes and glandular content, based on breast-CT data, to address the variability present in the population [6,9,25]. The phantoms consisted of 0.25 mm cubic voxels, and a 1.5 mm skin thickness was considered [26]. The virtual breasts are composed of skin, adipose, glandular, blood (for arteries), muscle and connective tissues. Second, the breast was compressed (BreastCompress program) [27] with a finite-element software (FEBio v. 2.9) [28] and cropped to remove uncompressed tissues, mainly muscle (BreastCrop program) [27]. The whole process for generating each phantom took less than 30 min (depending on the breast thickness) using a standard computer (Ryzen 2700 3.2 GHz, 8 cores 16 threads, 16 GB RAM). A Python (v.3) script was written to automate the process to generate a total of 208 phantoms, whose characteristics are summarized in Table 1.

#### 2.2. Data generation: Monte Carlo simulations

The image acquisition for a mammography cranio-caudal (CC) examination was simulated with the MC-GPU Monte Carlo code [29]. This code was chosen because it was already used successfully in a virtual clinical trial for mammography studies [30,31]. Moreover, the code runs on graphical processing units (GPUs), which offers high performance to simulate the image acquisition in a reasonable time, considering the available hardware.

The simulated geometry consists of a point source, the compression plate (2.75 mm thick of polycarbonate), the support plate (2 mm of carbon fiber) and the compressed breast. The effects of a linear grid, whose grid parameters were based on Cunha et al. [32], were accounted using the transmission factors calculated using the algorithm proposed by Day and Dance [33]. An amorphous-selenium detector (200 μm thick), comprised of 1024 × 832 pixels, is located, respectively, 70 cm and 2.5 cm below the X-ray source and the bottom of the breast. The
number of pixels was chosen based on real mammography detectors [34] with a 4 × 4 binning. The detector and the compression/support plates have an area equal to 29 × 24 cm², while the X-ray field irradiated an area of approximately 27.6 × 17.3 cm² of the detector (sufficient to irradiate all the surface of the breast phantoms). The detector is an ideal energy integrating device, with parameters set to default: electronic signal of 5200 electrons (mean), Swank factor of 0.99 and detector gain (W) equals to 50 eV per detected charge. Therefore, the signal is given in electrons/cm², and no dynamic range scaling was performed. After the image is generated, a mask is applied to modify the pixel intensity values to compensate for inhomogeneities introduced by the X-ray beam divergence geometry (i.e. inverse square law and angle of incidence). No further processing was applied, thus the images are equivalent as “for processing”.

The number of photon histories varied between approximately 10^{11} and 10^{12} with a speed of 10⁸ histories/s on a Tesla P100 (NVIDIA, USA) GPU. The corresponding average and standard deviation of the incident air kerma values, including all cases, were 1.5 and 0.7 mGy, respectively.

The absorption energy for photons is 1 keV, while the electrons are locally absorbed [35]. The photon cross sections were generated using the TASMICS software for a tungsten target [39]. Table 2 shows the filter material and tube potential for the X-ray spectra used for each breast thickness interval, considering tungsten as the anode material. In some cases (when the breast thickness is near the limit for an interval), the tube potential selected was 1 kV above or below from those displayed from Table 2 in order to evaluate possible variations from the automatic exposure control (AEC).

## Table 2

<table>
<thead>
<tr>
<th>Thickness range (mm)</th>
<th>Filter material</th>
<th>Tube potential (kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-25</td>
<td>Rhodium</td>
<td>25</td>
</tr>
<tr>
<td>25-35</td>
<td></td>
<td>26</td>
</tr>
<tr>
<td>35-45</td>
<td></td>
<td>27</td>
</tr>
<tr>
<td>45-50</td>
<td></td>
<td>28</td>
</tr>
<tr>
<td>50-55</td>
<td></td>
<td>29</td>
</tr>
<tr>
<td>55-60</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>60-65</td>
<td></td>
<td>31</td>
</tr>
<tr>
<td>65-70</td>
<td>Silver</td>
<td>30</td>
</tr>
<tr>
<td>70-80</td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>80-85</td>
<td></td>
<td>33</td>
</tr>
<tr>
<td>85-90</td>
<td></td>
<td>34</td>
</tr>
</tbody>
</table>

The absorption energy for photons is 1 keV, while the electrons are locally absorbed [35]. The photon cross sections were generated using the TASMICS software for a tungsten target [39]. Table 2 shows the filter material and tube potential for the X-ray spectra used for each breast thickness interval, considering tungsten as the anode material. In some cases (when the breast thickness is near the limit for an interval), the tube potential selected was 1 kV above or below from those displayed from Table 2 in order to evaluate possible variations from the automatic exposure control (AEC).

### 2.3. Breast models masks: segmentation, relative height and relative glandular height

The breast phantoms segmentation to separate different tissues was performed by a simplified ray-tracing algorithm (a generalist and complete ray-tracing algorithm implementation is explained in the reference [40]). First, for each material, a numerical matrix (M_i) filled with zeros is defined in the same place as the X-ray detector with each matrix element representing the detector pixels. Afterwards, for each pixel, a dummy particle is generated and travels backwards, in the direction of the X-ray source (in this case a point source). For each step "s" traveled by the particle (defined by the user), the algorithm checks the current voxel material and adds one to the counter. After the mapping is finished for all matrix elements, the counts are returned for the material. This process is repeated for all materials, thus several matrices are generated (M_1, M_N). The value s was empirically determined to be equal to the voxel side length.

After this process is performed and with the M_N matrices, three masks were build in order to train the neural networks. Each mask belongs to a specific task, explained in the following.

The first mask (task I) classified the image in three regions: (i) background, (ii) skin contour plus nipple and (iii) inner tissues. For this purpose, the following criteria were used: (i) is defined as the elements of the matrices that did not contain any breast tissues; (ii) the matrices elements that contain nipple or a certain threshold of skin content (this value was determined as the minimum fraction to form a continuous contour around the breast); (iii) the elements that did not fit the criteria (i) or (ii) were selected as region (iii) using the flood fill technique inside the contour formed by (ii). A binary erosion technique [41] was used to remove isolated pixels from (ii) that could be present inside (iii).

The second mask (task II) describes the relative breast height (h) for each pixel located in the inner breast (obtained from the first mask). It is calculated by summing all the matrices elements in depth and normalizing them by the compressed breast thickness. Due to the beam divergence, the relative height was corrected to yield values between 0 and 1. It was noticed that during the breast compression routine, small air gaps were present between the breast and the compression or support plates (generally less than 3% the compressed breast thickness), shifting the maximum height in some regions.

The third mask (task III) quantifies the relative glandular height (g) of each projected pixel (i.e. the ratio between the height of glandular tissue and total height on the breast). For this specific case, the mask is divided in patches of 4 × 4 pixels, and the average glandular height is calculated for each patch.

The inner volume of the breast (Vol) (without skin and nipple) was estimated from masks I and II, as:

\[
Vol = \left( \frac{\text{SDD} - AG - t/2}{\text{SDD}} \right)^2 \times \sum_{i=1}^{N} m_i \times h_i \times \left( 1 - 2 \times \text{ST} \right) \times A
\]

where SDD is the source-to-detector distance, AG is the distance between the bottom of the breast and the detector, t is the compressed breast thickness, N is the number of patches, m_i is the th element of mask I (the value is 1 for inner breast, 0 otherwise), h_i the relative height from mask II for the element i, ST is the skin thickness and A the pixel area. This approximation considers that the projected breast image corresponds to the area at half of the breast thickness.

The volume glandular fraction (VGF, i.e. ratio between the glandular volume and the total volume, excluding skin) [6] was estimated by combining masks I, II and III, by performing a sum over the 4 × 4 patches

\[
VGF = \frac{\sum_{i=1}^{N} \bar{A}_i \times \bar{h}_i \times g_i}{\sum_{i=1}^{N} \bar{A}_i \times \left( \bar{h}_i - h_i \right)}
\]

where N the number of patches, \bar{A}_i is the relative area of the patch belonging to the inner breast (from 0 to 1), g_i the glandular height (from 0 to 1), \bar{h}_i the relative average height of the patch (with skin), h_i the relative skin thickness.

The calculated volumes were compared with the nominal volumes for 178 phantoms with average and maximum differences of 0.9% and 3.6%, respectively. We also studied the relation between the ground truth breast volume with and without skin, and found a linear behavior (r²=0.999). These results are summarized in A. The calculated VGF using the masks were compared with the nominal values for 178 phantoms, showing differences up to 10% due the constant skin thickness approximation. A third order polynomial fit was adjusted to convert mask VGF to ground truth VGF to remove potential bias with this approximation, as explained in A. All VGF results further on have this correction applied.
2.4. Neural networks: deep learning framework

A total of three neural networks architectures were employed, one for each segmentation task (I to III) described in Section 2.3. The first two are based on an adapted version of XNet [42], a convolutional neural network architecture previously used for X-ray imaging classification. From now in this work, the terms network and neural network are used interchangeably. The network implementation was made in Python (v. 3.6.9) using the PyTorch framework (v. 1.6.0) [43], while the training was performed on a NVIDIA GTX 1060 (6 GB of VRAM, CUDA v. 11.0). The network hyperparameters, if not explicitly mentioned, were obtained empirically by testing exhaustively the values that yielded better training and validation results. 178 phantoms were used for training and validation (80%:20% proportion), while 30 phantoms were selected for testing.

Fig. 2 depicts the configuration used for the skin segmentation and tissue height projection (masks I and II, respectively). The network implementation was made in Python (v. 3.6.9) using the PyTorch framework (v. 1.6.0) [43], while the training was performed on a NVIDIA GTX 1060 (6 GB of VRAM, CUDA v. 11.0). The network hyperparameters, if not explicitly mentioned, were obtained empirically by testing exhaustively the values that yielded better training and validation results. 178 phantoms were used for training and validation (80%:20% proportion), while 30 phantoms were selected for testing.

Fig. 3. Illustration of glandular fraction estimation and the implemented architecture, which consists of five trained multi-layer, followed up by two fully connected layers (dense).
local height, \(g \times h\) in that image patch, and the output values were manually limited between 0 to 1 (values predicted outside this range were rounded to the nearest acceptable value). For stability purposes, we only considered patches that have an area 100% covered by breast.

Table 3 summarizes the networks used in this work. To account for uncertainties derived from the relative height predicted by task II, we implemented a fivefold cross validation scheme (i.e. the training data is divided in 5 non-overlapping parts). Then, five networks were trained in which 4 parts are for training and one is for validation (each network has a distinct training combination validation part). For each batch interaction during training, the relative heights \(h\) were multiplied by a factor sampled with a normal distribution \(\mathcal{N}(C, \sigma = 0.05)\), where \(C\) is specific for each each network: 0.90, 0.95, 1.00, 1.05, 1.10. The final predicted relative glandular height is calculated by averaging the output from the five networks and the variation is calculated by the standard deviation. The ReLU activation function was used, and a weight decay (L2 penalization) of \(10^{-4}\).

During the training of the network for task I, the skin and inner breast had a weight of 6 and 3, respectively, to compensate imbalanced dataset distributions. Moreover, the training data was augmented for tasks I and II, by flipping the image over the horizontal axis and translating the image by a random number between 0 and 50 in upwards and downwards directions, this procedure is applied for each epoch. The performance of the network from task I, besides the loss function used during training, is also benchmarked by comparing the inner breast and skin areas to the ground truth breast phantom volume to the predicted breast volume (excluding skin) calculated from Eq. 1. The task III performance was benchmarked by comparing the predicted (Eq. 2) and the ground truth \(VGF\) values.

For the training and validation parts, the networks are evaluated separately (i.e. compared to each mask), while for the test step, the full framework is implemented and compared to the \(VGF\) expected values. The coefficient of determination \(r^2\) \([44]\) is calculated when comparing the ground truth \(T\) and the predicted values by the networks \(P\) by adjusting a linear equation: \(P = a \times T + b\), and forcing \(a = 1\) and \(b = 0\). The best linear fit was also adjusted by determining \(a\) and setting \(b = 0\). The absolute differences \(\Delta\) and the relative differences \(\Delta_{rel}\) are calculated as:

\[
\Delta = P - T, \quad \Delta_{rel}(\%) = 100 \times \frac{(P - T)}{T} \tag{3}
\]

In this work, the result representing the output of the networks, or those calculated from these outputs will be defined as “predicted”.

Further information regarding comparison of our predicted \(VGF\) values and breast density values estimated with LIBRA tool \([45]\) for a small phantom dataset is available in the Supplementary material.

### 2.5. Estimation of glandularity

After the volume glandular fraction (\(VGF\)) of the breast was estimated, the breast glandularity \(G\) (i.e. the percentage by mass of glandular tissue in the breast, excluding skin) was calculated as:

\[
G = 100 \times \frac{VGF \times \rho_g}{\left(1 - VGF\right) \times \rho_a + VGF \times \rho_g} \quad \% \tag{4}
\]

where \(\rho_a\) and \(\rho_g\) are the densities of adipose and glandular tissues (0.93 g/cm\(^3\) and 1.04 g/cm\(^3\)), respectively \([37]\). In our approximation, tissues that were neither glandular nor skin were classified as adipose tissue.

### 2.6. Dosimetry and dose levels in mammography

The mean glandular dose (\(MGD\)) for the breast phantoms was estimated as:

\[
MGD = DgN \times K_w \tag{5}
\]

where \(K_w\) is the incident air kerma, and \(DgN\) is the normalized glandular dose (a conversion coefficient) \([2]\).

The \(DgN\) values were obtained using neural networks from our previous work \([46]\) based on the following input parameters: X-ray beam (anode, filter, tube potential and HVL), breast radius and thickness, glandularity, skin thickness and compression-plate ionization chamber distance. Summarizing the process, the parameters were fed through an ensemble of multi-layer perceptrons (MLP) as it performed the regression operations and returned the \(DgN\) for each case.

The X-ray beam parameters were obtained from the input files used to generated the images (Table 2). The breast thickness is known, while the radius is calculated by approximating the breast as a semicylinder (the radius value is limited from 6 cm to 12 cm). The glandularity was obtained from Eq. 4 and the skin model was set to 1.5 mm skin. The compression-plate ionization chamber distance is equal to 40 cm (the maximum allowed distance). The reported \(DgN\) values follow the homogeneous adipose-glandular-tissue distribution. More details are contained in the original paper \([46]\).

### 2.7. Clinical case selection

This study employed data from a retrospective analysis of patient mammography images, acquired on routinely collected anonymous data, ethical-board approved (CAAE: 47878315. 2.0000.5404). All mammograms were acquired using AEC with the Selenia Dimensions system (Hologic, Danbury, CT, USA) which is installed at the Institute of Radiology (InRad) in the Faculty of Medicine, University of São Paulo. The data was filtered to only consider CC images. A total of 2134 clinical images were used. The HVL values in the DICOM header were matched from those used in the \(DgN\) calculations by adding 3 mm additional filtration of PMMA. The \(K_w\) is extracted from the DICOM header, which is believed to be a good approximation from measured values obtained with an ionization chamber \([47]\). We also extracted the \(MGD\) values reported by the Organ Doses tag for further comparisons.

The following procedure was adopted. For each phantom in this study, we filtered the DICOM headers that present the same X-ray spectra and the compressed breast thickness (with 2 mm tolerance).
Afterwards, we established $K_{\text{air}}$ intervals based on percentiles 10%, 25%, 50%, 75% and 90%, which were selected based on the breast phantom glandularity (respective intervals: $G \leq 5\%$, $5\% < G \leq 15\%$, $15\% < G \leq 25\%$, $25\% < G \leq 40\%$, $G > 40\%$), as shown in Fig. 4. Finally, $K_{\text{air}}$ values returned for each case and the MGD was estimated from Eq. 5. From the 208 original virtual phantoms, the MGD was estimated for 132 cases, the others 76 failed due to insufficient patient data for comparison.

### 3. Results

#### 3.1. Breast segmentation training and validation

The training and validation loss values as a function of the interaction number for the three networks: image segmentation, relative height and relative glandular height predictions are shown in Figs. 5 (a), (c), and (e), respectively. Figs. 5 (b), (d) and (f) show the learning rate as a function of the interaction number (in the same order as described above). As expected, the training and validation losses decrease with the learning rate, until a plateau is reached, triggering the early training stop. The validation values are more stable because they represent the average validation values for all cases on each epoch (calculated when the training iterated over all the training samples), besides they are similar to the training trend (calculated using a moving average).

The skin and inner breast segmented relative areas (ground truth $\times$ predicted) for the validation and test images are shown in Fig. 6 (a) and 6(b), respectively. In this case, to facilitate the comparison, the results were normalized by the maximum value on each ground truth sample. The area marked for skin plus nipple is approximately two orders of magnitude lower than the inner breast area (respectively $7.0 \times 10^3$ pixels versus $2.5 \times 10^5$, on average), thus a higher fluctuation is observed between the mask and the predicted values. For both validation and test, the predicted skin + nipple areas are usually higher than the ground truth, as seen by the angular coefficients $a$ values (1.20 and 1.08, respectively) and $r^2$ (-0.638 and 0.284, respectively). This behavior is further explained in Fig. 7. An excellent agreement is observed regarding the inner breast area for both validation and test cases ($r^2$>0.999 for both), with an average relative error below 1%.

The image segmentation performed for the four randomly selected breast models from the test data are exemplified in Fig. 7. For each case,
the original simulated mammography image is compared with the ground truth mask and prediction. An interesting behavior observed is that the skin contour for the ground truth masks is not smooth, which contrasts with the predicted segmentation where the contours are smoothed out and continuous. Although the nipple is correctly identified in the four images, in some cases, we observe an over-classification towards the breast. The validation and training results (images not shown here) also present a few cases where the nipple is only partially identified, and the other region is classified as inner breast tissue. The smoothing and the over-classification could be an explanation of the skin + nipple area discrepancies showed in Fig. 6 and consequently low $r^2$ values. Nevertheless, for our application, due to the inner breast area being orders of magnitude higher than the skin + nipple region, the impact of this effect on the other results can be neglected.

The relative height prediction for the four selected breast phantoms (the same cases from Fig. 7) are shown in Fig. 8. The vertical and horizontal profile views are also compared. Cases (a) and (b) illustrate standard acquisitions with full breast compression and a smooth variation in the glandular distribution across the breast, where an excellent agreement between the mask and the predicted relative height map is
observed. The cases (c) and (d) correspond to unusual virtual phantoms to assess the performance of the network. For the case (c), when a drastic variation of glandular content is present within a large region of the breast, the network interprets as a variation of the relative thickness, as shown by the discontinuity around the 0.8 relative x-axis location. The case (d) shows an example of the breast not being properly compressed, where the relative horizontal height drops smoothly as function of the pixel coordinates. For all selected cases, the nipple artifact discussed in Fig. 7 is present in the images, since the breast was previously segmented with the first network.

The breast volume obtained with the relative height predicted maps versus the ground truth is shown in Fig. 9(a). Both validation and test results presented a good agreement with the ground truth volumes ($r^2 > 0.994$ and 0.982, respectively). The relative differences ($\Delta_r$) between the predicted and ground truth values are displayed in Fig. 9(b). The dashed red line and the shaded area represent, respectively, the average relative difference for the test cases and one standard deviation.
difference and one standard deviation for test cases. The average relative difference and standard deviation are in the order of 4% for both validation and test data. The predicted breast volume is systematically underestimated for very thinner breasts (thickness near 2 cm and volumes below 250 cm$^3$) due to the approximation of the skin layer being constant (1.5 mm thick).

Fig. 10(a) shows the relative glandular height prediction compared to the ground truth for the validation data, with the identity as the dashed gray line. The results of relative glandular height present a good agreement, with $r^2 = 0.986$. The differences $\Delta$ are quantified in Fig. 10(b), with an absolute average difference of 0.02 in the relative glandular height.

The ground truth relative glandular height, the patches calculated with the $4 \times 4$ binning mask and the network predictions for four test breasts are shown in Fig. 11. A good overall agreement was observed between the predicted and ground truth values for cases (a), (b) and (d). The incorrect height prediction showed in Fig. 8(c) causes the network to predict a slightly
higher glandular height than the ground truth in case (c).

With the three networks trained, we implemented the full pipeline to estimate the volume glandular fraction (VGF) for the test data. For sake of completeness, we also predicted the VGF for the phantoms that were used for training since the full pipeline was not used beforehand. The results shown in Fig. 12(a) indicates a good correlation between the ground truth VGF and the predicted values, with $r^2$ coefficients of 0.959 and 0.935 for training and test data, respectively. The average absolute differences $\Delta$ (standard deviation) for training and test data are 0.03(4) and 0.04(5), respectively, as illustrated in Fig. 12(b). It is important to notice that the distribution of VGF, in a real population, is more concentrated towards low values, and values higher than 0.5 represent the minority of cases [3].

### 3.2. Breast dosimetry

The $DgN$ conversion coefficients were estimated for all 208 phantoms after the glandularity values were calculated based on the VGF obtained with the ground truth and the ones predicted with the network. The $DgN$ coefficients obtained with fixed glandularity given by the median glandularity of all phantoms (approximately 23%) were also calculated. Fig. 13(a) shows the relative $DgN$ differences calculated from the predicted glandularity and those using the median glandularity compared to the ground truth. It is observed that using a fixed glandularity for the entire population introduces a systematic error that, in general, overestimates the $DgN$ coefficients calculated compared to the ground truth, on average 8.5%. Meanwhile, the $DgN$ coefficients obtained with the glandularity calculated with the pipeline resulted in an average error of 1.3% compared to the ground truth.

---

**Fig. 12.** (a) Reconstructed volume glandular fraction (VGF) for the training and test data as function of the ground truth extracted from the breast phantoms. (b) Differences between predicted and the ground truth values. The shaded area indicates one standard deviation for test data. Bars: standard deviation of the ensemble prediction.

**Fig. 13.** (a) $DgN$ relative differences for all 208 breasts calculated from the predicted glandularity and those using the median glandularity of the population, compared to the ground truth. (b) Boxplot of $MGD$ distribution for three cases: (i) predicted by the network with 1.5 mm skin, (ii) estimated using 4 mm skin and 50% glandularity (iii) extracted from the DICOM header. Centerline: median, lower and upper box limits: 25 and 75 percentiles, whiskers: 10 and 90 percentiles, circles: outliers.
The segmentation of mammography images including edge detection and nipple removal was previously implemented by other authors using different algorithms [49,50]. In our implementation, the ground truth skin plus nipple areas and the predicted areas by the algorithm performed equally under different quantum noise conditions. Preliminary tests (not included) showed that the deep learning algorithm could still be improved since in a few cases, regions of the nipple were incorrectly classified as inner breast. Moreover, the breasts are imaged in a CC view, thus the pectoral muscle is not present and consequently, the inclusion of medium lateral oblique projections would require the additional segmentation of muscle tissue [51]. Since the exact shape of the breast cannot be reconstructed from a single 2D image, a model that approximates the breast with a 1.5 mm skin layer was adopted. This approximation according to our comparisons, induced systematic errors specially for thinner breasts that were compensated with correction factors using a polynomial fit. From the results, it was showed that the overall prediction performance is better for firmly compressed breasts and with phantoms with a more homogeneous glandular distribution, as those achieved in high quality clinical mammography images for real patients. Although the relative glandular height maps presented a lower resolution than a native mammography image, it did not interfere significantly on the overall VGF predictions. The highest errors were observed for unusual cases where the compression was partially incomplete or the phantoms presented an extremely heterogeneous glandular tissue distribution. We are studying, for future versions, to include the compression force as an input parameter to address some of these issues, since the correct measure of breast thickness is an important factor for an accurate breast density estimations [52]. We successfully trained a network to predict the relative glandular height within the breast, which showed a good performance for the validation and test samples. An interesting aspect observed in this work was the limitation of the technique when tissues different from glandular and adipose are present in the phantoms. The predicted values tend to overestimate the glandular height since these other tissues have higher attenuation coefficients than adipose tissue and more similar to glandular tissue. The framework is purposely divided in three parts to facilitate future implementations that requires one specific task. Although this work focused primarily on images generated from Monte Carlo simulations, preliminary tests (not included) showed that the deep learning algorithm performed equally under different quantum noise levels. For a relative dose varying from 0.1 to 10 times the original dose, the predicted VGD varied less than 0.01 for a nominal 0.12 VGF.

Fig. 13(b) shows the predicted MGD distribution for 132 test phantoms calculated using the pipeline, as described in Section 2.6, and the incident air kerma extracted from the DICOM header for clinical cases. For sake of completeness, we also included values estimated with a 4 mm skin thickness (model used for organ dose by the Hologic system [48]) and 50% glandularity for the test phantoms (Estimated) and the Organ Dose reported in the DICOM header for the entire clinical dataset. Simulated cases that did not presented a real counterpart were ignored in this process. The median (75 percentile) MGD values are 1.91(2.45) mGy, while the estimated and DICOM values are 1.60(2.10) mGy and 1.62(2.00) mGy, respectively. From those distributions, the dose reference levels could be extracted based on the 75 percentile values.

The predicted MGD as a function of the breast thickness is shown in Fig. 14(a). The apparent discontinuity for breasts thickness closer to 4 cm is due to the combination of variations on average breast compositions and incident air kerma values used in this work, considering the glandularity percentiles. Fig. 14(b) compares the MGD between the predicted and DICOM values for three breast thickness groups. The trend of increasing the MGD for thicker breasts becomes evident. It is observed a significant variation for each interval, represented by the bars (one standard deviation). This behavior can be explained because a 2 cm interval width is considered, covering a range of MGD values, also there is a variation of glandularity within the patients for each breast thickness interval. Nevertheless, the average MGD predicted values for each interval are higher than the respective Organ Dose DICOM values for all thickness range, due to the dosimetry models employed in each case.

4. Discussion

The segmentation of mammography images including edge detection and nipple removal was previously implemented by other authors using different algorithms [49,50]. In our implementation, the ground truth skin plus nipple areas were created by establishing threshold values (only for task I) for the projected skin and nipple, which resulted in some skin and nipple boundaries to be not smooth and in some regions presenting slight discontinuities. This pattern could explain the discrepancies between the ground truth skin plus nipple areas and the predicted areas by the network. However, for the application proposed in this work, an excellent agreement was found between the ground truth inner breast areas and the predicted ones. The performance of breast segmentation can still be improved since in a few cases, regions of the nipple were incorrectly classified as inner breast. Moreover, the breasts are imaged in a CC view, thus the pectoral muscle is not present and consequently, the inclusion of medium lateral oblique projections would require the additional segmentation of muscle tissue [51]. Since the exact shape of the breast cannot be reconstructed from a single 2D image, a model that approximates the breast with a 1.5 mm skin layer was adopted. This approximation according to our comparisons, induced systematic errors specially for thinner breasts that were compensated with correction factors using a polynomial fit. From the results, it was showed that the overall prediction performance is better for firmly compressed breasts and with phantoms with a more homogeneous glandular distribution, as those achieved in high quality clinical mammography images for real patients. Although the relative glandular height maps presented a lower resolution than a native mammography image, it did not interfere significantly on the overall VGF predictions. The highest errors were observed for unusual cases where the compression was partially incomplete or the phantoms presented an extremely heterogeneous glandular tissue distribution. We are studying, for future versions, to include the compression force as an input parameter to address some of these issues, since the correct measure of breast thickness is an important factor for an accurate breast density estimations [52]. We successfully trained a network to predict the relative glandular height within the breast, which showed a good performance for the validation and test samples. An interesting aspect observed in this work was the limitation of the technique when tissues different from glandular and adipose are present in the phantoms. The predicted values tend to overestimate the glandular height since these other tissues have higher attenuation coefficients than adipose tissue and more similar to glandular tissue. The framework is purposely divided in three parts to facilitate future implementations that requires one specific task. Although this work focused primarily on images generated from Monte Carlo simulations, preliminary tests (not included) showed that the deep learning algorithm performed equally under different quantum noise levels. For a relative dose varying from 0.1 to 10 times the original dose, the predicted VGD varied less than 0.01 for a nominal 0.12 VGF.
Moreover, the MC code tries to simulate a real mammography image, as previously stated in other works [31,30]. A future work is planned to apply this algorithm for real mammography breast images.

From the volume glandular fraction values predicted by our framework, it was possible to calculate the glandularity and finally the $D_{gN}$ factors using neural networks previously trained [46] for the 208 virtual breast phantoms generated in this work. We found 1.3% of difference, on average, between the $D_{gN}$ values from the predicted glandularity and the ground truth $D_{gN}$, with a maximum below 8%. We also compared the case where the median glandularity (23%) of the phantoms is considered, which resulted on average error of 8.5%, and a maximum error of 35%. Naturally, these errors are propagated to the MGD calculations and could induce bias on the dose reference levels. In terms of radioprotection, it is desirable to minimize potential biases and errors for the dose estimation. With incident air kerma values extracted from DICOM mammography images, we estimated the MGD for 132 phantoms and found a median (75 percentile) values of $1.89(2.44)$ mGy. On the other hand, by employing a traditional model of 4 mm thick skin used for Organ Dose estimation by the Hologic system [48] and 50% (constant) glandularity, the reported values are $1.60(2.10)$ mGy, which are closer to the Organ Dose tag values of $1.62(2.00)$ mGy. This highlights the importance of knowing which model is being considered for the MGD estimations when comparing dose levels, since some models could result in systematically higher or lower doses than others [8]. It is important to notice that the model used for calculating the MGD value reported by the Organ Dose tag within the DICOM header can vary between manufacturers [48].

The results presented in this work are based on anthropomorphic virtual phantoms and Monte Carlo simulations, thus they are based on the characteristics of the virtual breasts generated by the software and the limitations of the simulations. It offers the advantage of knowing the ground truth values and, to easily label the training data, which is a good environment for testing the concept of the deep learning proposed in this work. However, it is still an approximation and does not reflect completely a clinical situation, requiring further studies and refinements before applying for clinical cases. Therefore, this approach of determining the breast density with deep learning models trained on virtual phantoms shows promising preliminary results and it could be a complementary method over the existing ones, since it uses a different methodology of determining breast density with virtual breast phantoms, and not relying on physical models developed by other algorithms. Additionally, the framework could be adapted for other tasks and improved over time, with different neural network architectures or expanding the training dataset. Since the images were generated from virtual patients, there is the advantage of openly sharing and distributing the database and the algorithm.

5. Conclusions

In this work we introduce a deep learning framework to estimate VGF values from 208 virtual breast phantoms, with promising preliminary results. From the predicted VGF values, the $D_{gN}$ coefficients were calculated by using another neural network. Afterwards, the mean glandular dose values are obtained from air kerma extracted from DICOM header for a clinical cohort. This approach enables to establish dose reference levels more accurately for a given population than using an average glandularity model. This framework could be adapted for other applications (e.g. image processing and segmentation) by employing transfer learning techniques, especially in cases where the training dataset is small. Moreover, future studies can explore this implementation for real mammography units and clinical images, and compare the results with other glandularity estimation algorithms. Finally, application for deriving patient-specific doses need different approaches, since the vertical location of glandular tissue cannot be determined by using single view mammography images. The database and the deep learning algorithm used in this study are freely available by request to the corresponding author (atomal@ifi.unicamp.br).
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Appendix A. Calibration for breast volume and VGF

Fig. A.15(a) shows the ground truth breast volume compared to the mask volume calculated from Eq. (1), while Fig. A.15(b) compares the breast volumes with and without skin. Fig. A.16(a) shows the relation between the ground truth VGF calculated directly from the phantoms and the reconstructed VGF using the masks calculated from Eq. (2). Fig. A.16(b) quantifies the ratio between the ground truth and the...
reconstructed VGF obtained from the masks as function of breast thickness. The results are for the training sample (178 phantoms).

Appendix B. Supplementary data

Supplementary data associated with this article can be found in the online version, at https://doi.org/10.1016/j.ejmp.2021.03.007.
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Fig. A.16. (a) Comparison between the ground truth VGF and the one calculated using the relative glandular height mask. (b) Ratio between the ground truth and the mask VGF (rVGF) as function of breast thickness (t, in cm), fitted with a third order polynomial (dashed line). $r_{\text{VGF}} = 3.51 \times 10^{-3} \times t^3 - 8.96 \times 10^{-3} \times t^2 + 7.58 \times 10^{-2} \times t + 0.79$. 
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