Generation of clinical $^{177}$Lu SPECT/CT images based on Monte Carlo simulation with GATE
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ABSTRACT

Purpose: Patient-specific dosimetry in MRT relies on quantitative imaging, pharmacokinetic assessment and absorbed dose calculation. The DosiTest project was initiated to evaluate the uncertainties associated with each step of the clinical dosimetry workflow through a virtual multicentric clinical trial. This work presents the generation of simulated clinical SPECT datasets based on GATE Monte Carlo modelling with its corresponding experimental CT image, which can subsequently be processed by commercial image workstations.

Methods: This study considers a therapy cycle of 6.85 GBq $^{177}$Lu-labelled DOTATATE derived from an IAEA-Coordinated Research Project (E23005) on “Dosimetry in Radiopharmaceutical therapy for personalised patient treatment”. Patient images were acquired on a GE Infinia-Hawkeye 4 gamma camera using a medium energy (ME) collimator. Simulated SPECT projections were generated based on experimental time points and validated against experimental SPECT projections using flattened profiles and gamma index. The simulated projections were then incorporated into the patient SPECT/CT DICOM envelopes for processing and their reconstruction within a commercial image workstation.

Results: Gamma index passing rate (2% – 1 pixel criteria) between 95 and 98% and average gamma between 0.28 and 0.35 among different time points revealed high similarity between simulated and experimental images. Image reconstruction of the simulated projections was successful on HERMES and Xeleris workstations, a major step forward for the initiation of a multicentric virtual clinical dosimetry trial based on simulated SPECT/CT images.

Conclusions: Realistic $^{177}$Lu patient SPECT projections were generated in GATE. These modelled datasets will be circulated to different clinical departments to perform dosimetry in order to assess the uncertainties in the entire dosimetric chain.

1. Introduction

Molecular radiotherapy (MRT) is a systemic cancer radiotherapy, where a radiopharmaceutical binds specifically to cancer targets to selectively irradiate the tumour cells while sparing healthy tissues. Dosimetry permits the optimisation of the treatment by calculating the absorbed dose from the irradiation delivered to the tumour targets as well as the healthy tissues. Clinical dosimetry in molecular radiotherapy relies on determining the spatial distribution of the radiopharmaceutical in different organs by imaging at different times (quantitative imaging); determining the total number of radioactive decays by integrating activity over time post injection (pharmacokinetic assessment) and calculating the absorbed dose based on radioactive decay distribution, energy emitted per decay for the radioisotope, and radiation interactions within...
propagating media. The global accuracy of clinical dosimetry relies on the accuracy of each of these steps [2]. This is challenging, as some steps cannot be validated experimentally.

Significant heterogeneities can be observed in current clinical dosimetry practice, at least in part related to the implementation of widely differing dosimetry protocols.

The DosiTest project [3,4] was initiated to evaluate the uncertainties associated with each step of the clinical dosimetry workflow and to propose standardised approaches to clinical dosimetry in MRT. The aim is to create a ‘virtual’ multicentric clinical dosimetry trial by circulating virtual patient datasets to the different participating centres and allowing them to process these datasets according to their dosimetric approach as if they were patients locally enrolled in their own nuclear medicine department. Then, by obtaining the absorbed dose results along with a range of intermediate results from each centre, the heterogeneity in the clinical procedures implemented in different centres can be assessed and the uncertainties associated to each step of the dosimetric workflow evaluated.

To take account of this heterogeneity and to allow each centre to perform dosimetry according to their local protocol, it is important to generate image data according to their own requirements in terms of acquisition settings, image format, time sampling, etc. Furthermore, the resulting datasets (planar, or SPECT/CT projections) should be processed in the clinical workstations installed in each nuclear medicine facility.

An essential asset for the development of such an approach is the implementation of Monte Carlo modelling to generate clinical images based on a virtual, fully characterised patient. As nuclear interactions are stochastic in nature, Monte Carlo simulations have become ubiquitous for modelling radiation transport along with medical imaging systems and techniques [5-7]. It is used both in the context of scintigraphic image generation as well as absorbed dose calculations. Various Monte Carlo codes are available today for modelling planar and SPECT imaging [8]. GATE [9] is one of the most popular simulation toolkits for modelling emission tomography. Along with the ability to model complex geometries and imaging configurations, GATE incorporates the modelling of time-dependent processes such as geometry movements, decay kinetics and dead time modelling. GATE can also be used to compute the absorbed doses delivered by radiopharmaceuticals [10] and was selected for the development of the DosiTest project.

The first phase of the project is the generation of simulated clinical images (planar and/or SPECT) at different time points post injection, based on a patient geometry and pharmacokinetics for which dosimetry can be fully characterised.

The clinical situation of Peptide Receptor Radionuclide Therapy (PRRT) using FDA and EMA approved radiopharmaceutical Lutathera® was considered.

As part of DosiTest feasibility studies, 2D planar scintigraphic imaging after Lutathera® administration has been already addressed by Costa et al. [11]. Whole-body acquisitions based on the XCAT model and a hypothetical 177Lu-DOTATATE pharmacokinetics were modelled on a Siemens Symbia T2 gamma camera model. More recently, the International Atomic Energy Agency (IAEA) initiated a Coordinated Research Project (CRP) to support the standardisation and dissemination of dosimetric methods in nuclear medicine therapy [1]. This project (IAEA CRP project E23005 on “Dosimetry in Radiopharmaceutical therapy for personalised patient treatment”) involves the circulation, within several medical physics departments, of SPECT/CT images obtained from a clinical situation of 177Lu-labelled DOTATATE (Lutathera®) therapy. This experimental dataset was used as the base for generating simulated SPECT/CT.

This work focuses on the generation of SPECT/CT images of a patient undergoing Lutathera® treatment. Tomographic projections with a GE Infinia Hawkeye SPECT/CT gamma camera were generated using GATE Monte Carlo simulation. These simulated projections were integrated in a SPECT/CT DICOM header file to enable commercial image workstations to access the simulated dataset as if they were real patient datasets. These images will then be circulated to different clinical centres to perform dosimetry thus allowing to determine the heterogeneity of the applied clinical procedures.

2. Methods

Experimental images were obtained from Tygerberg Hospital, South Africa. A dual-headed Infinia Hawkeye 4 SPECT/CT (GEHC, Milwaukee, USA) with a medium energy collimator was used. Patient CT and SPECT projections were obtained from the same centre with the same gamma camera and acquisition parameters at 1 h, 4 h, 24 h, 48 h and 96 h post injection along with calibration phantom images. CT system containing 4-slice detector arrays rotates at 2.6 revolutions per minute. Other CT scan parameters include; 10 mm slice thickness, tube voltage of 140 kVp, tube current of 2.5 mA and helical scan with a fixed pitch of 1.9 mm per revolution. CT slices were acquired in a 256 × 256 matrix with pixel size of 2.209 × 2.209 mm².

SPECT projections were acquired in auto-contour mode with matrix size of 128 × 128 (pixel size 4.418 × 4.418 mm²), 15 s per projection and one energy window of 208 keV ± 20%.

To enable clinical quantitative imaging, SPECT images of a water-filled IEC NEMA body phantom were acquired. A uniform 177Lu activity concentration of 250 kBq/ml in 3 spheres of diameter 22 mm, 28 mm and 37 mm respectively and 32.26 kBq/ml in the phantom (total volume of 10200 ml) was used.

Further, reconstruction was also performed by the centre on a HERMES workstation using the OSEM algorithm (3 iterations, 15 subsets) and 0.8 cm Gaussian post-filter corrected for attenuation (using low dose CT) and in-built Monte Carlo scatter correction. A calibration factor of 4.53 ± 0.22 cps/MBq derived from experiments was used for activity quantification in experimental patient images.

2.1. Gamma camera model

Modelling or simulation of SPECT imaging in GATE requires the development of a gamma camera model along with the modelling of the patient (or phantom).

Gamma camera modelling in GATE involves the modelling of the individual components of the gamma camera i.e. the collimator (holes, septa and collimator cover), crystal and the back-compartment (light guide, photomultiplier tubes (PMTs) and associated electronics). The GE Infinia Hawkeye SPECT/CT gamma camera model was derived from the previous work of Garcia et al. [4]. This dual headed gamma camera model was designed according to the manufacturer’s specifications and consists of 9.5 mm NaI crystal with an aluminium cover, a medium energy lead collimator, glass back-compartment and lead shield [12].

The auto-contouring motion of the gamma camera was modelled by extracting information such as radial position, acquisition starting angle and the angular step from the experimental acquisitions. These parameters were then converted in a series of translations and rotations and transformed into an ascii file compatible with GATE in order to depict the independent movement of each gamma camera head around the patient.

Simulated SPECT projections were generated based on the experimental image characteristics (same matrix and pixel size).

2.2. Calibration: the phantom model

The calibration factor obtained experimentally cannot be directly used for simulated images, as the gamma camera model sensitivity is not always equivalent to that of the real gamma camera. A virtual calibration experiment was designed to generate a camera model calibration factor.

Therefore, calibration SPECT images for the NEMA IEC phantom and same acquisition parameters were modelled using GATE to derive a...
therefore a 3D matrix of size 256 \times 256 \text{mm}\textsuperscript{2} derived from the patient CT (Table 1). The modelled patient geometry is available as Supplementary material and average densities were set according to the NIST material database. Each VOI along with its composition. Each of that used experimentally.

2.3. Patient model

2.3.1. CRP patient

The third therapy cycle for a patient in Tygerberg Hospital, South Africa was considered with an injected activity of 6.85 \pm 0.34 GBq Lutathera\textsuperscript{\textregistered}. Acquisition setup and parameters were presented earlier.

The reconstructed SPECT along with corresponding CT were imported into OpenDose3D [14], a specific clinical dosimetry module based on 3D Slicer [15,16] to assess activity in various volumes of interest. Experimental calibration factor (4.53 \pm 0.22 cps/MBq) were entered in the software. The segmentation of different volumes of interest (VOIs) was performed in OpenDose3D using the 3DSlicer Segment Editor tool. VOIs including the lungs, bones, left and right kidneys, spleen, liver and the remainder of the body were defined and segmented on the CT while a tumour present in the liver was segmented on the SPECT image. This process was performed for every time point.

The CT was resampled to the SPECT resolution using Lanczos interpolation [17] and further rescaled to generate density matrices. Each VOI was further labelled and a labelled map was exported from Slicer3D toolkit to be used for modelling patient geometry. The patient volume was masked and zero activity assigned to the regions outside the patient boundary.

2.3.2. From CRP patient to digital patient model

The segmented and labelled patient CT maps were used to define the geometry of each volume of interest along with its composition. Each VOI composition was set according to the NIST material database (available as Supplementary material) and average densities was derived from the patient CT (Table 1). The modelled patient geometry is therefore a 3D matrix of size 256 \times 256 \times 40 (565.5 \times 565.5 \times 400 \text{mm}\textsuperscript{3}).

When the virtual gamma camera following auto-contouring motion approaches the patient model as close as possible, the gamma camera head may collide with the patient geometry in the GATE environment. To prevent this “virtual” collision (as overlapping volumes are not allowed in GATE geometry description), we developed a specific approach that allows non-circular orbit modelling. This work is currently under review [18] and will only be briefly presented here.

A tessellated description of the patient geometry was introduced. This allows the extraction of the volumes of interest (VOI) in fine triangular meshes thereby eliminating the air surrounding the patient responsible for potential virtual collisions. The labelled map was used to further extract mesh surfaces individually for each VOI with a dedicated python script. All the individual meshes were then refined and simplified in the open source 3D image software Blender [19], and stereolithography (.stl) files were exported for each volume. These mesh surfaces were imported in GATE, and materials were added to each volume in conjunction with the patient CT information.

Tessellated or mesh-based patient models were therefore generated for each time point from their respective voxelised labelled CT image. This allowed the consideration of changes in patient posture and organ volumes and positioning from one time point to the other, thereby increasing the realism of the modelled dataset.

2.4. Source modelling

2.4.1. Definition of activity map

Activity maps obtained from reconstructed experimental SPECT images along with the calibration factor in Slicer3D toolkit were used for simulations. The mean volumes along with the standard deviation among different time points are stated in Table 2. The use of experimental images allowed the retention of the heterogeneity in activity distribution in the patient at different time points. These heterogeneous activity maps were then post-processed to match the alignment and orientation of the patient model in the GATE environment.

The activity in each volume of interest derived from the registration and segmentation of the experimental SPECT/CT images acquired at each time point are plotted in Fig. 1. By summing the activities in individual VOIs at different time points, the total activity in the FOV was computed. Total activities derived for each time point at 1 h, 4 h, 24 h,

<table>
<thead>
<tr>
<th>Energy (in keV)</th>
<th>Yield (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>71.6</td>
<td>0.15</td>
</tr>
<tr>
<td>112.9</td>
<td>6.40</td>
</tr>
<tr>
<td>136.7</td>
<td>0.05</td>
</tr>
<tr>
<td>208.4</td>
<td>11.00</td>
</tr>
<tr>
<td>249.7</td>
<td>0.21</td>
</tr>
<tr>
<td>321.3</td>
<td>0.22</td>
</tr>
</tbody>
</table>

![Fig. 1. Activities (in MBq) at each time point (in hours) for the segmented volumes of interest.](image-url)
## 2.4.2. Source definition, physics list used for the simulations and output

$	ext{^{177}Lu}$ decays to $\text{^{177}Hf}$ by beta emissions which further emits a range of gamma radiation with two main energy peaks observed at 112.9 keV (6.4%) and 208 keV (11%) [20]. Since only gamma photons contribute to image generation, 0.18033 emissions per decay was considered for the simulations. Table 3 shows the yield corresponding to each energy of gamma radiation with two main energy peaks observed at 112.9 keV and 208 keV. Since only gamma photons contribute to image generation, 0.18033 emissions per decay was considered for the simulations. Table 3 shows the yield corresponding to each energy of gamma photons [21].

For the simulation of phantom images, this meant generating $17.50 \times 10^9$ primaries (corresponding to the activity of 107.83 MBq in the total phantom).

For patient images, the activity present in the field of view at each time point along with the corresponding primaries are summarised in Table 4.

### Table 4

<table>
<thead>
<tr>
<th>Time (in h)</th>
<th>Activity (MBq)</th>
<th>Primaries (Bq.s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1960</td>
<td>$318 \times 10^9$</td>
</tr>
<tr>
<td>4</td>
<td>1687</td>
<td>$274 \times 10^9$</td>
</tr>
<tr>
<td>24</td>
<td>1193</td>
<td>$194 \times 10^9$</td>
</tr>
<tr>
<td>48</td>
<td>930</td>
<td>$151 \times 10^9$</td>
</tr>
<tr>
<td>96</td>
<td>613</td>
<td>$99.60 \times 10^9$</td>
</tr>
</tbody>
</table>

48 h and 96 h were 1687, 1193, 930 and 613 MBq respectively. This was then used to calculate the total number of primaries (or particles) to be simulated at each time point.

### 2.5. Comparison metrics (projections)

To validate the simulated SPECT projections against experimental SPECT projections, several criteria were considered:

- **Flattened profiles:**

  For the comparison of the slices of 2D SPECT projections, flattened 1D profiles on the x-axis were created (for each projection) using a python script by summing all the counts along the y-axis.

### 2.6. Reconstruction

Every clinical workstation uses DICOM (Digital Imaging and Communications in Medicine) files consisting of a raw image i.e. a 3D matrix representing the image and a header file with a standardised series of tags containing information relating to the patient demographics, acquisition parameters, image dimensions, matrix size, colour space, and a host of additional information. The raw image or the pixel intensity data (single or multiple image frames) is attributed to a tag called ‘Pixel Data’ (7FE0, 0010) in the DICOM file [26,27].

Simulated SPECT projections are raw images that are generated in interfile/projection format (.raw or .hdr/.sin extension). These simulated projections were inserted in the ‘Pixel Data’ tag of the patient DICOM file and the header information regarding patient and acquisition parameters were kept intact. This was done to test the incorporation of simulated SPECT projections into a vendor-specific and vendor-neutral clinical workstation.

### 3. Results and discussions

#### 3.1. Calibration images

Experimental and simulated SPECT projections were reconstructed using a Hermes workstation (Hermes Medical Solutions, Sweden) with the same parameters. These OSEM reconstruction parameters include 5 iterations and 16 subsets along with a Gaussian post filter at 0.8 cm and corrected for attenuation (using CT), scatter (using in-built Monte Carlo scatter correction) and collimator-detector response (default). Calibration factors were derived using the expression:

$$\text{Calibration factor (CF)} = \frac{\text{Counts}_{\text{via}}}{\text{Activity (A0)} \times \text{time}_{\text{acq}}}$$

The experimental calibration factor was $5.33 \pm 0.27$ cps/MBq while the calibration factor obtained from simulated images was $6.40$ cps/MBq. The ratio of 20.1% between simulated and experimental calibration factor is not surprising as the virtual gamma camera sensitivity is.

### Gamma Index:

Gamma Index was used as a comparison metric to compare images as it accounts for both difference in counts (Dose Difference or DD criteria) and spatial difference (Distance to Agreement or DTA) [23,24].

Gamma index pass rate (GIPR), a pass/fail criterion specifies a percentage of gamma less than 1 (indicating the points lying within the given DD/DTA acceptance criteria) [25].
usually higher than that of the real gamma camera. This illustrates the importance of deriving a simulation-specific calibration factor to quantify the activity in simulated SPECT images. This calibration factor ratio is further used for adjusting the simulated patient images for comparison with the experimental images and will be referred to as sensitivity ratio.

3.2. Clinical images

3.2.1. Simulated patient SPECT projections

The simulated projections of the patient model (Fig. 2a) were generated with realistic activities by implementing the auto-contouring motion of the detector head (Fig. 2b). It can be seen from the figure that the two heads are not equidistant from the centre of the rotation (the unequal distance in orange and blue). SPECT projections at different gamma camera positions are shown in Fig. 3.

3.2.2. Comparison of simulated and experimental patient images

These modelled SPECT projections were compared against the experimental patient projections. As illustrated in Fig. 4, the simulated projections qualitatively look very similar to the experimental images. Flattened 1D profiles were made to compare these images at different gamma camera positions (Fig. 5). The simulated projections were normalised with the sensitivity ratio derived from the calibration images. These profiles highlight the accurate positioning and alignment of the patient and gamma camera with respect to the centre of rotation between simulations and experiments.

Comparison of this dataset was performed using a gamma index considering 2% – 1 pixel criteria. Gamma index passing rate was 95.5% with an average gamma of 0.35 (for the images at 1-hour post injection) indicating high similarity between experimental and simulated images. The difference in the total counts between experimental and simulated patient images (considering the sensitivity ratio) at 1-hour post injection was around 2%.

Further, simulated SPECT patient projections were also generated for all the remaining time points i.e., 4 h, 24 h, 48 h and 96 h post injection thus enabling the modelling of activity distribution within the patient over time, the estimation of cumulated activity and absorbed dose calculation. Fig. 6 shows the simulated SPECT projections at these time points.

These simulated projections at 4 h, 24 h, 48 h and 96 h post injection were also compared against the respective clinically acquired patient images using gamma index metric with same criteria as for the projections at 1-hour post injection. Gamma index passing rate ranged from 95% to 98% and the average gamma between 0.28 and 0.35 among different time point thus indicating high similarity between images. The difference in total counts between experiments and simulations (considering the sensitivity ratio) was less than 6% among different time points.

3.3. Computation time

Simulation of SPECT projections with realistic activities in a therapeutic context (1-hour post injection) took 11.5 h to compute using 3560 CPU cores at the regional high-performance computing (HPC) centre CALMIP [28] (instead of 9.59 years with a single CPU core with 2.6GHz, 16 GB), thus making it feasible to generate simulated SPECT images for the virtual multicentric clinical dosimetry trial.

3.4. Reconstruction

3.4.1. Reconstruction with Hermes

Simulated SPECT images integrated into the experimental Infinia patient DICOM headers were successfully accepted by the vendor-neutral Hermes workstation.
These simulated SPECT images (.dcm) along with the patient CT were used as an input into the Hybrid dosimetry module™ (HDM) from HERMES Medical Solutions (Version 1.0) available in our laboratory. Reconstruction of the dataset was performed using the HybridRecon-Oncology version 1.3_Dicom (HROD) with the main $^{177}$Lu spectroscopic energy window of 208 keV. All images were reconstructed with an OSEM reconstruction algorithm with 5 iterations and 16 subsets along with a Gaussian post filter at 0.8 cm. Corrections including CT-

![Fig. 5. Flattened profiles on x-axis for comparison of clinical and simulated images at different projection angles - (A) 0°, (B) 90°, (C) 180°, (D) 270°.](image1)

![Fig. 6. Simulated patient SPECT projections at different time points post injection (p.i.).](image2)

![Fig. 7. Reconstructed simulated SPECT images on Hermes at different time points post injection (p.i.)](image3)
based attenuation correction, manufacturer-based Monte Carlo scatter correction and collimator-detector response corrections were applied. Our workstation did not have the SPECT standard uptake value (SUV) option at the time of this work \[29\]. All SPECT reconstructed images have a matrix size of 128 × 128 with 120 slices and voxel size of 4.42 × 4.42 mm\(^2\).

Fig. 7 shows the reconstructed SPECT images corresponding to different times post injection.

3.4.2. Reconstruction with Xeleris™

Simulated SPECT projections integrated into the experimental Infinia patient DICOM headers for all time points post injection were successfully accepted by the vendor-specific Xeleris workstation.

Reconstruction of the simulated SPECT images was performed with Xeleris™ software from GE Healthcare (v3.0513) at ICO, Nantes, France. Images were reconstructed using the OSEM algorithm (5 iterations, 16 subsets). Attenuation correction was performed with appropriate attenuation maps derived from the CT dataset. To account for the TEW scatter correction, projections corresponding to the lower scatter of \(^{177}\)Lu i.e. 178 keV ± 5% and an upper scatter of \(^{177}\)Lu i.e. 241 keV ± 5% were generated from the root file as explained in Section 2.6 and subtractive method was applied \[30\]. All SPECT reconstructed images have a matrix size of 128 × 128 with 120 slices and voxel size of 4.42 × 4.42 × 4.42 mm\(^3\). Fig. 8 shows the reconstructed SPECT images in Xeleris corresponding to different times post injection.

The simulated SPECT projections reconstructed with Xeleris were noisier compared with the reconstructed images from Hermes. This ratio can be explained by the fact that the reconstruction parameters were not identical on the two workstations. Additionally, the implementation of scatter correction in Hermes is Monte Carlo based with the main energy window, whereas in Xeleris a TEW subtractive method with three energy windows is performed which contributes to the noise generation. Moreover, the resolution recovery correction could not be accounted for in Xeleris, which also contributes to observed differences in the reconstructed images.

Comparison of the reconstruction algorithms implemented in each workstation is beyond the scope of this work. However, it should be noted that for a given workstation, it is advisable that the experimental calibration phantom images along with the patient SPECT projections be reconstructed in the same way. Then, the calibration factor should be derived for each workstation and used with patient images for the quantification of activities in different volumes of interest. Activity quantification should at the end yield similar results between different workstations. This will be further investigated within the DosiTest project.

Yet, it must be noted that it was possible to reconstruct the GATE simulated SPECT projections in two commercial workstations (Hermes and Xeleris) provided that they are correctly integrated in the DICOM headers accepted by these workstations.

4. Conclusions

A realistic simulation of \(^{177}\)Lu clinical datasets (patient SPECT images) was generated with realistic activities in a therapeutic context. These modelled datasets will be further circulated to different clinical departments to perform dosimetry.

The dosimetric analysis of our simulated data will be performed in different clinical departments as part of the IAEA CRP project E23005. This will prove the feasibility of the DosiTest project.

Further work is needed to determine if and how simulated images can be provided for the whole range of gamma camera manufacturers (GE, Siemens, Philips or Mediso). At this stage, it is not clear if the problem can be solved by transcoding the simulated data in another proprietary format, or if a specific modelling of each gamma camera is needed.

Yet, the objective is to generate a set of modelled images (planar, SPECT/CT), at different time points, for different gamma cameras, for the same virtual patient and pharmacokinetics, thereby allowing the comparison between different dosimetric approaches.
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