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Abstract

Background and Objective: The development, control and optimisation of new x-ray breast imaging modalities could benefit from a quantitative assessment of the resulting image textures. The aim of this work was to develop a software tool for routine radiomics applications in breast imaging, which will also be available upon request.

Methods: The tool (developed in MATLAB) allows image reading, selection of Regions of Interest (ROI), analysis and comparison. Requirements towards the tool also included convenient handling of common medical and simulated images, building and providing a library of commonly applied algorithms and a friendly graphical user interface. Initial set of features and analyses have been selected after a literature search. Being open, the tool can be extended, if necessary.

Results: The tool allows semi-automatic extracting of ROIs, calculating and processing a total of 23 different metrics or features in 2D images and/or in 3D image volumes. Computations of the features were verified against computations with other software packages performed with test images. Two case studies illustrate the applicability of the tool – (i) features on a series of 2D ‘left’ and ‘right’ CC mammograms acquired on a Siemens Inspiration system were computed and compared, and (ii) evaluation of the suitability of newly proposed and developed breast phantoms for x-ray-based imaging based on reference values from clinical mammography images. Obtained results could steer the further development of the physical breast phantoms.

Conclusions: A new image analysis toolbox was realized and can now be used in a multitude of radiomics applications, on both clinical and test images.

1. Introduction

Ionizing radiation is routinely used in medical diagnosis of the breast: x-ray acquisitions are the basis of all radiological modalities including Full-Field Digital Mammography and Breast Tomosynthesis. These modalities are improved in a continuous effort, with better x-ray sources and detectors, acquisition geometry, reconstruction algorithms, etc. Modelling and simulation play an important role in this process, by providing a potentially less expensive alternative to the experimental approach that involves the manufacturing of prototypes, access to patient cohorts and expensive processing of data [1–10]. Regardless of the chosen approach, improvement of existing imaging techniques and the development of new ones such as dedicated breast CT [11–16], phase contrast breast CT [17–19] or dual energy CT [20] require phases of validation and extensive testing.

Validation of any new evolution in breast x-ray imaging is in many cases related to an objective evaluation, based on different features and figures of merit (FOMs), computed from the images. Depending on the clinical imaging task to be optimized, specific metrics are available. While improved detectability of lesion-like signals is often an end goal, expressed with metrics such as signal difference-to-noise ratio and threshold contrast, our current project addresses applications that may benefit from differences in texture of the image. For example, in digital mammography, the complexity of the mammograms has been described with parameters such as the γ value of the power spectrum envelope in the spatial frequency domain [5,21–24]. Other parameters include the fractal dimension [25], used to classify the breast parenchyma as very dense, scattered glandular tissue or fatty [26–30]. Some of these features
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Optimization of the imaging chain may aim to detect specific patterns or textures, to preserve them or to improve specific aspects. Textures can be particularly influenced when switching to 3D imaging modalities, at the implementation of subtraction techniques, with multi modal imaging or artificial intelligence-based processing or reconstruction.

The aim of this work was to build up a radiomics toolbox to quantify mammographic textures, to track feature changes in comparison to baseline and/or study their impact on performance. Features to be implemented were first selected from literature, and then further expanded with possibly interesting extra functions using MATLAB coding. The developed toolbox is intended to facilitate validation and evaluation studies performed by researchers and to enable easy (routine) quality control measurements (of breast texture) by clinical medical physicists.

In the following, we illustrate typical results from two state-of-the-art applications.

The following requirements were put forward: (i) the toolbox should address the whole spectrum of 2D and 3D breast imaging techniques; (ii) common features defined in the literature should be included, (iii) the algorithms have to be validated, against computations with other software packages, and (iv) the (graphical) user interface (GUI) has to be intuitive, attractive and time-efficient for common applications. Therefore, the toolbox should offer the possibility to process different types of images, to manually or semi-automatically select regions of interest (ROIs), to compute a list of high-order statistics, spectral density and fractal dimension, and others, and adopt other potentially useful ones, such as the Laplacian fractional entropy [22] or any other promising function, with provision to save and/or print the output of the

Fractal Dimension = 3.15; Skewness = 0.23±0.27; Kurtosis = 3.07±0.56
Fractal Dimension = 2.93; Skewness = 0.12±0.38; Kurtosis = 2.89±0.71

Fig. 1. Examples for feature extraction through ROIs from (a) fatty and (b) glandular breasts. Skewness and kurtosis are measured by using ROIs of 32 × 32 pixels, while the fractal dimension and power spectrum analysis are measured by using a single ROI of 512 × 512 pixels.

Fig. 2. ROI spectrum and superimposed rings (in yellow) of linearly distributed frequency bands with every 2nd ring omitted for visual clarity (a), and the power spectra of a ROI of 128 × 128 pixels taken from the central part of the mammography image. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The features currently included in the toolbox are often used for the analysis of mammographic images as reported in literature. Most features are referenced from the IBIS (Image Biomarker Standardization Initiative) document, created by groups of researchers [36]. The IBIS document provides standardized definitions for a large number of radiomics features, which helps for validating the feature computation by different tools. The implemented feature set in our applications is not frozen – it is rather subject to further extension by the group, but can also be enriched by any other user.

In the current implementation, calculations are performed for every individual region of interest (ROI) in the studied image. ROIs in the tool can be created by following two approaches: (i) manually, by placing each ROI by hand and (ii) semi-automatically, by configuring a region for placement in the image, overlapping method and ROI size. The final reported result for the features is an average of the results from these individual regions of interest (ROIs). The following subsections describe the theoretical basis of the implemented features. For clarity, the mathematical equations, marked with the letter A, are provided in the Appendix Part A.

### 2.2. Fractal analysis

For each ROI, the tool computes the following statistics:

- **Mean value and standard deviation** of the intensities (pixel values) across the ROIs.
- **Skewness**, i.e., the distortion or asymmetry of the data distribution compared to the normal bell curve. The symmetry of the frequency distribution of the values around the mean value is considered informative in breast image analysis, e.g., tailing in the pixel value histogram might be due to microcalcifications. Also, skewness values are computed from small ROIs and then averaged over the whole image. The resulting value could be used to determine the glandularity of a breast to some extent, as stated by Byng et al. [26]. Specifically, for a distribution, which tends toward lower grey levels, i.e., a region of fatty tissue, a positive skewness is expected, while for dense breast parts a negative skewness is expected. A commonly used descriptor of skewness is kurtosis, which measures the combined weight of the tails, relative to the rest of the distribution [37]. The expression used in the tool, is described by equation A2. In case of mammography imaging, outliers of the intensity, such as microcalcifications, result in higher or lower values of the kurtosis, depending on the relative sizes of the microcalcification and the ROI. Both skewness and kurtosis were used by Bochud et al. [37] to validate quantitatively the realism of the generated synthetic mammograms against patient images.

### 2.2. Fractal analysis

The fractal dimension of the images correlates with the roughness of the observed textured areas. Higher fractal dimension corresponds to rougher textures and vice versa and can be used for image processing. Moreover, definition of baseline values, reference data and mutual comparisons were considered standard output.

Such a toolbox can be set up in different ways. There exist software applications to load images from different modalities and extract some general-purpose image features. One can also find and use dedicated scripts for popular image processing tools like ImageJ, MATLAB, IDL and even radiomics packages such as pyRadiomics [35]. However, for some specific applications, a dedicated toolbox would be much more valuable, also taking into account the increasing amount of big data applications, and the availability of large data sets for artificial intelligence (AI) and neural networks and other evaluations. Radiomics may be useful for data cleaning prior to any further (AI) application and to acquire ‘explainable’ data compared to neural network outputs, to add data to training parameters, or as a next or parallel evaluation. All this is only possible with appropriate processing tools. We present two applications of the toolbox: evaluation of features from a set of ‘left’ and ‘right’ craniocaudal (CC) mammograms and evaluation of the suitability of newly proposed and developed breast phantoms for x-ray-based imaging based on reference values from clinical mammography images.
Fig. 5. A screenshot of the main window of the tool – the numbered areas depict the tools dedicated to certain task.

Fig. 6. Results window for the calculated features for each ROI in the mammography image.
characterization. In the case of mammography, it may be used as an indicator of the breast density [21]. There exist several methods for calculating the fractal dimension [38]. The one currently implemented in the tool is the “box-counting technique” described by Byng et al. 1996 [26], shown by equation A3. Li et al. [39] demonstrated that the fractal dimension may be used as an indicator to assess the breast parenchyma, and thus inherently includes a prediction for low or high breast cancer risk. Example features extracted from the histogram of the mammography images of a fatty (ACR1) and a glandular (ACR4) breast are shown in Fig. 1. Two types of ROIs differing in their size are used. Skewness and kurtosis were calculated based on the smaller ROIs, since they reflect the local texture of the finer details. Similarly, to the results of Byng et al. [26] and Li et al. [40], fractal dimension and skewness values of mammography images of a fatty breast are higher (Fig. 1a) compared to the values of these parameters extracted from the mammography image of a dense breast (Fig. 1b).

2.3. Spectral analysis and power law

The power spectrum describes the strength of the spatial frequencies present in the image. For mammographic images, the magnitude of the low-frequency components shows a power law [41] as described in A4 in the Appendix.

The tool computes the centred version of the spectral density of the image, in which the frequency bands of interest are represented by central concentric rings of corresponding width, as shown in Fig. 2a. The frequency bands can be integrated or averaged. For calculation of β, the logarithm to the base 2 of the total energy per ring is then plotted versus the logarithm of the central frequencies of the bands (Fig. 2b).

2.4. Grey level Co-occurrence matrix (GLCM)

GLCM, first defined by Haralick et al. [42], is used to calculate features from an image such as texture, structural patterns and their spatial relationship. The method creates a matrix that expresses how combinations of pairs of discretised grey levels (intensities) in specified neighbourhoods are distributed along one or more of the image directions (left to right, bottom to top, etc., Fig. 3). These features rely on the probability distribution of the elements in the GLCM that are created by normalizing the GLCM matrix and integrating along the rows, columns and diagonals [36].

The IBSI document contains 25 possible features for calculation from the GLCM matrix. The descriptions of the features are referenced from the IBSI document [36]. Based on those features, Li et al. [40] showed that gene mutation carriers and low-risk women have different mammographic patterns. The mammographic images for the gene have coarse texture, which is indicated by high coarseness values, low fractal dimension and low entropy. Features were also used to classify breast textural patterns and assess the breast cancer risk [39,43–45].

- GLCM Energy (Also known as: Angular Second Momentum, Uniformity)

The GLCM Energy is also known as uniformity, uniformity of energy, or angular second moment, and is calculated as described by equation A5 in the Appendix. This descriptor is used for evaluation of the structural patterns throughout the whole texture.

- GLCM Contrast (Also known as: Variance, Inertia)

The GLCM Contrast feature adds the differences in the intensity between a pixel and its neighbour for all pixels in an ROI. This means that the greater the variation, the greater the final value will be. GLCM Contrast is calculated by using equation A6. This descriptor is used for evaluation of the local variations throughout the texture.

- GLCM Correlation

The GLCM Correlation feature measures how correlated a specific pixel is to its neighbouring pixels over the whole image. The correlation is calculated by using equation A7.

- GLCM Homogeneity (Also known as: Inverse Difference)

The GLCM Homogeneity measures the closeness of the distribution of the elements in the GLCM to the diagonal. This feature is calculated by using equation A8.

2.5. Neighbourhood grey tone difference matrix (NGTDM)

This feature extraction method was introduced by Amadasun and King [46] as an alternative to the GLCM. The main difference is that the NGTDM does not look at the pixel pairs in specific directions, but at the closest neighbouring pixels/voxels up to a specified Chebyshev distance.

The NGTDM matrix can be calculated in two ways – by using only the valid neighbourhoods (8 for a 2D image and 26 for a 3D image, with Chebyshev distance of 1), which is the original definition given by Amadasun and King [46], or by using the incomplete neighbourhood – the latter method is an extended/improved method introduced in the IBSI document. In the example in Fig. 4a, all pixels, which do not have valid neighbours and on which a feature matrix can be calculated, are outlined. The pixels outside the boxed area will be ignored. Both methods are available for calculation in the toolbox. The calculated features from the resulting NGTDM matrix are Coarseness, Contrast, Busyness, Complexity and Strength. The reference and the description of the features are derived from the IBSI document. The features are used in evaluating breast textural patterns aiming at the breast risk prediction [40,43].

![Fig. 7. A flowchart of the common usage of the tool.](Image)
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• **NGTDM Coarseness**: The NGTDM Coarseness feature indicates the level of the spatial rate of change in intensity and is calculated by equation A9.

• **NGTDM Contrast**: The NGTDM Contrast feature depends on the dynamic range of the intensity levels as well as the spatial frequency of intensity changes. It is calculated by using equation A10.

• **NGTDM Busyness**: The NGTDM Busyness feature describes the changes in the intensity between neighbouring pixels. Large changes are defining the image as busy. This feature is calculated by equation A11.

• **NGTDM Complexity**: The NGTDM Complexity feature describes how common are the non-uniform and rapid changes in the grey levels. It is calculated by equation A12.

• **NGTDM Strength**: The NGTDM Strength of the texture is defined by equation A13.

2.6. **Software environment**

The tool was implemented in MATLAB. Most of the computations were preliminary performed and tested in MATLAB. The coding of all features, except the fractal dimension, the power spectrum analysis and the statistical features, was verified against the data available in the IBSI document [36]. The coding of the statistical features was validated versus computations performed with the pyRadiomics library [35], while the power spectrum analysis was validated by replicating experimental results using the IDL code published by Marshall et al. [47]. The detailed validation of the features is presented in the Appendix Part B.

3. Results and discussion

The results of this work were separated in two categories. Firstly, we presented the user interface, image region selection and the practical usage of the tool. Secondly, we apply the tool to two research case studies in digital mammography.

3.1. **The toolbox and its GUI**

• **User interface**

Figure 5 shows the main screen of the user interface application of the toolbox. The user interface is implemented using the GUIDE module [48]. Consequently, the toolbox was upgraded to work also with MATLAB version 2020a, while at the same time keeping backwards compatibility. The five regions highlighted in this graphical interface relate to different activities and functionalities:

Region 1: Importing images: DICOM, raw data (no header) and other common picture formats (e.g., TIF, PNG, etc.) can be imported into the “Images” list. Particular raw data formats such as .NRRD and .NII are not supported at the moment. The current workspace (loaded images, performed analyses, defined ROIs) can also be saved and loaded. The four buttons under the list with image files in region 1 (“Images” list) allow reloading of the original image, cropping, computing the histogram, and obtaining additional information (displaying DICOM header) of the studied image. In the current toolbox version, the option to load and extract 3D image features (from 3D volume) is implemented in the form of separate scripts. Features extracted from tomography slices are evaluated in a similar way as 2D planar images.

Region 2: Visualization area, i.e., an area for displaying the loaded images. The image selected from the “Images” list is displayed on the right side in grayscale, preserving the original image aspect ratio.

Region 3: Tools for image inspection and control of the contrast. The sliders provided on the left allow contrast adjustments to be applied to the displayed image (Fig. 5, region 3). The toolbar additionally provides the user with controls to zoom in and out, to pan the image and to examine the data of a specific pixel.
Region 4: Definition of Regions of Interest. A group of controls (Fig. 5, region 4) is used to, manually or semi-automatically, create a mask and define ROIs in the selected image. Masks are binary matrices with the same dimensions as the loaded mammography image, the true values of which show the ROIs. The size and sampling method of the ROIs (either by percentage overlap or randomly) is selected by the user.

Region 5: Selection of FOMs. The user can select either a subset or the whole set of features from the ‘Calculations’ section (Fig. 5, region 5). Before performing calculations on the image, the user is required to add at least one ROI in the “Regions and Masks” list (Fig. 5, region 3). An example output of the calculations is shown in Fig. 6, where some of the calculated features are shown for the selected 289 ROIs. For some features, like the power spectrum analysis, additional information such as spectral density and the selected frequency range (Fig. 2b) are displayed. The titles of the columns follow the names of the features (Fig. 6). The calculations can be exported as a Comma Separated Value (CSV) file and used for further analysis and processing in other environments. For each feature, the corresponding histogram can be built based on the ROIs in the image and shown in separate windows. The latter can be saved and used into reports.

ROI selection tools

The toolbox offers several tools for selection of the ROIs within the image, as depicted in Fig. 5 (area 4). First, the ROI dimensions are specified in the fields (“Region size (px)”), allowing for any rectangular size. Then, the user decides how ROIs will be placed. If manual placement is required, the “Manual Options” tools will be exploited. By using these tools, the user can place a drag-and-drop rectangle and add a ROI of its location to the list on top. The user can also remove all or selected regions.

If a large number of ROIs must be selected, placement by hand might

**Fig. 8.** Histograms of first order statistics, skewness, kurtosis, $\beta$, fractal dimension, GLCM and NGTDM, summarized for the $2 \times 44$ pairs of patient mammography images. Gaussian fit is shown for the cases with the Gaussian distribution. ‘Lefts’ and ‘Rights’ stand for left CC and right CC mammography image, respectively.
not be practical. A semi-automatic approach is available and implemented through the tools located in the “Automatic Options” section (Fig. 5, area 4) and the “Brush” tool. By toggling the “Edit Mask” button, the user enters a mode for specifying the image mask. This mask is used to guide the automatic ROI placement. In this section, the tools offer the following functionality – creating an initial mask based on a selected threshold value; inverting the mask; growing and shrinking the mask with a specified step; add or remove areas by specifying rectangular and polygonal areas by hand; adding and removing areas with a “Brush” tool. When the desired mask is created, the user then selects the method (and number, if available) of the ROIs with the drop-down menu on the bottom. The toolbox offers ROI selection both in a grid and random patterns. The grid method allows for adjacent placement and for specified overlap (by percentage or pixel overlap). In order to use the random placement, the user specifies the number of ROIs to be used for image population.

- Using the tool

By means of the toolbox, an image evaluation / analysis is commonly performed following the sequence, presented in the diagram in Fig. 7.

The image of interest is loaded and visualized. The toolbox works with both isotropic and anisotropic images. Part of the computations are invariant to the size of the pixel (e.g. power law, fractal analysis), while for the others, a possibility for resampling to a square pixel is provided. The user defines the parameters of the ROIs (dimensions and locations) to be used for the calculations of the features. ROIs can be created manually or semi-automatically, as discussed in the previous section. Further, the user selects the type(s) of the image analysis and proceeds with the computations. Currently, no option for image pre-processing is provided, however the tool is open and such possibility can be added later, if needed.

Calculations are performed either on a single image or on a batch of images. The batch in the tool is defined as a list of separate images, which may eventually be 2D slices from a single volume. The batch in scripts may also include stacked images from single files. The parameters of the features are specified in a dedicated .mat file, the content of which is shown in Appendix Part C. The later may be adjusted from the MATLAB console. The source code of the tool (only the custom-developed scripts, excluding MATLAB-provided toolboxes and core scripts) is open and is available on request together with a complete guide and user supplies.

3.2. Case studies

The developed tool was used in a series of image evaluation studies [49–53]. In the following paragraph, we show the use of the tool in two original research applications in the field of x-ray breast imaging: (1) evaluation of the features from a series of left and right (pairs) CC breast clinical mammograms, and (2) evaluation of the suitability of newly proposed and developed breast phantoms for x-ray-based imaging. The first application aimed to obtain reference values of radiomics features for mammograms (free of breast lesions). The second application aimed at evaluation of existing physical breast phantoms by comparing features from their images with reference features from clinical mammography images. Results from such comparison can be used to further improve the phantoms.

- Example 1: Feature extraction in a series of mammographic images

With the newly developed radiomics toolbox we assessed 88 mammography images (left and right CC pairs of each patient, $2 \times 44$ total) selected to be in cranio-caudal (CC) view, with compressed breast thickness ranging from 50 mm to 59 mm, acquired with Siemens Mammomat Inspiration system (Forchheim, Germany) with a pixel resolution of $85 \mu m \times 85 \mu m$. First order statistics, skewness, kurtosis,
order statistics (minimum, maximum, etc.) the ROI size was 64 pixels. These features were displayed in Fig. 8. The settings used for the calculations were the following: for skewness and kurtosis and other first-order statistics (minimum, maximum, etc.) the ROI size was 64 pixels ($5.44 \times 5.44$ mm$^2$); for the calculation of the power-law exponent $\beta$, fractal dimension, GLCM and NGTDM the ROI size was 128 pixels ($10.88 \times 10.88$ mm$^2$) with 50% overlap of the regions. All ROIs were placed “inside” the projected breast, excluding skin, muscle and non-breast background, as shown in Figs. 1 and 5.

Table 2 shows the p-values after the null hypothesis testing of features following normal distribution and Mann–Whitney $U$ test for the rest of the features. Measurements for features extracted from the set of 44 pairs of mammograms of left and right breasts demonstrate very close data. Results showed that there is no statistically significant difference (significance level $\alpha = 0.05$) between the CC view images of our left and right CC mammography datasets. Moreover, the results for skewness of the left and right breast mammography images both demonstrated positive values, suggesting that the mammography images were predominantly from fatty breasts. This is also well supported by the relatively high fractal values (2.7–3.0) and lower $\beta$ values, suggesting that mammograms are from more fatty breasts [44].

- Example 2. Evaluation of newly developed physical phantoms dedicated to x-ray imaging.

This study aimed at evaluating anthropomorphic physical breast phantoms to be used for 3D breast imaging. For this purpose, the radiomics toolbox was used in the evaluation of 100 (left CC or right CC, but not pairs) clinical mammograms. The new phantom (“L2”, Fig. 9b) is designed as a successor to the “L1” sphere phantom (Fig. 9a) by a cooperation between the team in KU Leuven and in the University of Vienna [54]. This new iteration has several differences when compared to the first version of the object – L1 has compressed breast thickness equivalent of 6 cm and physical thickness of 4.8 cm, while L2 has thickness equivalent of 5.5 cm and physical thickness of 5.35 cm. The spheres in the container have the same diameters and are filled following the same fractal ratios. The L2 phantom has a central plate covering the whole area and has its mass models 3D printed on it, while in the L1, the central plate is a strip, covering part of the whole container and its mass models were glued to the plate. Lastly, the filling between the spheres in the L2 is paraffin oil compared to the distilled water used in L1. Shaking both phantoms rearranges the spheres, thus creating new textures.

Using the radiomics toolbox, we computed the features of the images of the two phantoms (L1 and L2) and we compared them to the reference data of the 100 single images. All images had a pixel pitch of 85 $\mu$m and were acquired on the same Siemens Inspiration mammography system (Forchheim, Germany), at a tube voltage of 28 kVp under automatic exposure control. For the calculations of the first order statistics, the size of the ROI was 64 $\times$ 64 pixels, while for the power spectrum analysis and the rest of the features this size was 128 $\times$ 128 pixels with 50% overlap. Fig. 10 presents the radiomics feature histograms for the patient and phantom groups.

We followed the approach of Acciavatti et al. [55] and verified whether a given feature is realistic in comparison to features extracted from patient images. More specifically, if this feature is between 2.5th and 97.5th percentiles of the clinical distribution, then we accept that this is a realistic feature. The results are summarised in Table 3, showing important parameter coincidence for $\beta$, GLCM energy and GLCM homogeneity with clinical data. They are shown in literature to be important parameter coincidence for risk-prediction models [56].

The L1 phantom texture gives $\beta$, fractal dimension, GLCM correlation and NGDTM busyness features that are close to the mean of the distribution of the patient texture features. Only for the GLCM energy and NGDTM Contrast features the values fall out of the range of the patient values. In the case of L2, there is a close match for the $\beta$ parameter between phantom and patient images (Fig. 10, $\beta$ values). The other

![Fig. 9. Physical breast phantoms: L1 (a, c) and L2 (b, d). Both contain acrylic spheres of different sizes, and with an identical total volume of the spheres in the separate size groups. L1 is filled with water, while L2 is filled with paraffin oil.](image-url)
Fig. 10. Overlapping histograms of the results from the calculated features from a set of 100 mammography patient images (blue), 10 L1 images (orange) and 10 L2 images (yellow): skewness, kurtosis, fractal dimension, and $\beta$ (integrated ring frequencies method), GLCM features and NGTDM features. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
calculated parameters for the L2 phantom differed from the corresponding values from patient data even though the phantom filling material of the L2 phantom, namely acrylic and paraffin oil, are closer in x-ray attenuation to breast glandular and adipose tissue respectively when compared to the material in L1, acrylic and distilled water. The latter results in a model which produces mammograms of more dense breasts. This experiment indicates that radiomics analysis may be powerful tool in the process of improving the physical phantoms. From this first analysis, the L2 phantom seemed inferior to the L1 phantom for the texture analysis characteristics. For the improvement of the characteristics of L2 phantom, the analysis of the mammography images shown in Fig. 10 will be explored.

The developed toolbox turns to be useful in analysing mammography images and in comparing results to outcomes from other clinical and phantom studies. It can help in feature extraction not only from mammographic but also from other types of medical images, provided they fulfil the format requirements specified in section 3.1. The toolbox can be run in MATLAB version 2013a or later. Most of the scripts can be run even in OCTAVE, which is freely available under the terms of the GNU General Public License. The toolbox provides functionality encapsulated with a user interface, without the need of writing programming code. This is one of the strengths of this tool. The tool is suitable for researchers using MATLAB and can be exploited in any other educational and research activities [61]. It needs rather a short time investment related to the installation of MATLAB, and no time in setting up the tool.

4. Conclusions

Using MATLAB, we created a toolbox, including a GUI application for extraction of features of interest, dedicated for applications in breast imaging modalities. The toolbox was successfully used for two practical questions in actual mammography research. The tool was designed for applications in breast imaging, but it is not limited to this application – as other imaging modalities use similar techniques. In addition, the tool is available to the community upon reasonable request and its functionality can also be easily expanded to suit more specific needs and applications.
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Appendix

A. Coded features

<table>
<thead>
<tr>
<th>Feature</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skewness</td>
<td>$Skewness = \frac{\sum_i (X_i - \bar{X})^3}{n\sigma^3}$ (A1)</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$Kurtosis = \frac{\sum_i (X_i - \bar{X})^4}{n\sigma^4}$ (A2)</td>
</tr>
<tr>
<td>Fractal dimension</td>
<td>The current implementation is similar to the “box-counting technique” [26].</td>
</tr>
<tr>
<td>Power law</td>
<td>For mammographic images, the magnitude of the low-frequency components shows a power law behaviour [41]: $P(f) = \frac{C}{f^\beta}$ (A4)</td>
</tr>
<tr>
<td>GLCM Energy</td>
<td>$F_{GLCM\text{Energy}} = \sum_{i,j} P(i,j)$ (A5)</td>
</tr>
<tr>
<td>GLCM Contrast</td>
<td>$F_{GLCM\text{Contrast}} = \sum_{i,j} (i-j)^2 P(i,j)$ (A6)</td>
</tr>
<tr>
<td>GLCM Correlation</td>
<td>$F_{GLCM\text{Correlation}} = \sum_{i,j} (i-j) P(i,j)$ (A7)</td>
</tr>
</tbody>
</table>

Table 3

Evaluation of feature realism for L1 and L2 phantoms. √ - realistic, × - non-realistic.

<table>
<thead>
<tr>
<th>Feature</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skewness</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Beta, β</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Fractal dimension</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>GLCM Contrast</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>GLCM Energy</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>GLCM Homogeneity</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>NGDTM Coarseness</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>NGDTM Busyness</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>NGDTM Complexity</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>NGDTM Strength</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

(continued on next page)
the development of 3D physical and computational breast phantoms [59] and virtual clinical trials in breast imaging [60]. Fig. 11a, b shows ROIs images: the Maxima database [57] and a new dataset of breast phantom images registered at Zenodo public repository [58], both being at the basis for definitions described in the IBSI document. For validation purposes, two types of phantoms are used: the digital phantom described in the IBSI

\[ F_{\text{GLCM Homogeneity}} = \frac{1}{N_g} \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} (i - \mu_i)(j - \mu_j) \quad (A7) \]

where \( \mu_i = \sum_j p_{ij} \) and \( \mu = \left( \sum_j (i - \mu_i)^2 \right)^{1/2} \) are the mean and the standard deviation of the row marginal probability \( p_i \). If the calculation is done on a symmetric matrix, the \( j \) indices can be swapped with \( i \), simplifying the formula.

\[ F_{\text{NGTDM Coarseness}} = \frac{1}{N_s} \sum_{i=1}^{N_s} p_i \quad (A9) \]

where \( N_s \) is the number of discretized grey level presents in the ROI, \( s \) is the neighbourhood grey tone difference value and \( p_i \) is the grey level probability.

\[ F_{\text{Complexity}} = \frac{1}{N_{s_p}(N_{s_p} - 1)} \sum_{i=1}^{N_{s_p}} \sum_{j=2}^{N_{s_p}} |p_{ij} - p_{i2}| \quad (A10) \]

where \( N_{s_p} = \sum_i n_i \) is total number of voxels that have at least one neighbour. If all voxels have at least one neighbour, then \( N_{s_p} = N_{s_p} \), \( N_{s_p} \) is the number of all voxels. Furthermore, let \( N_{s_p} \leq N_s \) be the number of discretized grey levels with \( p_i > 0 \). Grey level probabilities \( p_i \) and \( p_j \) are copies of \( p_i \) with different iterators, i.e., \( p_i = p_{i2} \) for \( i = j \). The first term considers the grey level dynamic range, whereas the second term is a measure for intensity changes within the volume. If \( N_{s_p} = 1, F_{\text{Complexity}} = 0 \).

\[ F_{\text{NGTDM Busyness}} = \frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} |p_{ij} - p_{i2}| \quad (A11) \]

If \( N_{s_p} = 1, F_{\text{Busyness}} = 0 \) as before \( p_i = p_{i2} \) for \( i = j \) and likewise \( s_0 = s_2 \) for \( i = j \).

\[ F_{\text{NGTDM Strength}} = \frac{1}{N_{s_p}} \sum_{i=1}^{N_{s_p}} \sum_{j=2}^{N_{s_p}} |p_{ij} - p_{i2}|^2 \quad p_i \neq 0 \quad (A12) \]

as before, \( p_i = p_{i2} \) for \( i = j \). If \( \sum_i p_i = 0 \), \( F_{\text{Strength}} = 0 \).

B. Feature Verification

The verification of the toolbox features was performed with both the pyRadiomics library [35]. The pyRadiomics library is based on the feature definitions described in the IBSI document. For validation purposes, two types of phantoms are used: the digital phantom described in the IBSI document (chapter 5.1, IBSI [36]), and patient clinical 2D and 3D mammography images. The digital phantom is a matrix with size of \( 5 \times 4 \times 4 \) pixels and is presented in MATLAB as follows:

<table>
<thead>
<tr>
<th>IBSIphantom = zeros(4,5,4); % [Row, Col, Depth]</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBSIphantom(:,:,1) = [1,4,4,1,1; 1,4,4,1,1; 1,4,4,1,1];</td>
</tr>
<tr>
<td>IBSIphantom(:,:,2) = [1,4,4,1,1; 1,1,6,1,1; 1,1,6,1,1];</td>
</tr>
<tr>
<td>IBSIphantom(:,:,3) = [1,4,4,1,1; 1,1,1,1,1; 1,1,1,1,1];</td>
</tr>
<tr>
<td>IBSIphantom(:,:,4) = [1,4,4,1,1; 1,1,1,1,1; 1,1,1,1,1];</td>
</tr>
</tbody>
</table>

Table 4 lists the calculated features. Results showed an excellent match between calculated features.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Feature results from the IBSI phantom analysed through the pyRadiomics library and this toolbox. For this example, 32 bins were used for the toolbox and bin width of 20.84 was used for the pyRadiomics library for the rescaling. Step and neighborhood for the GLCM and NGTDM were set to 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>feature</td>
<td>pyRadiomics</td>
</tr>
<tr>
<td>energy</td>
<td>567.00</td>
</tr>
<tr>
<td>kurtosis</td>
<td>2.65</td>
</tr>
<tr>
<td>max</td>
<td>6.00</td>
</tr>
<tr>
<td>mean</td>
<td>2.15</td>
</tr>
<tr>
<td>median</td>
<td>1.00</td>
</tr>
<tr>
<td>min</td>
<td>1.00</td>
</tr>
<tr>
<td>range</td>
<td>5.00</td>
</tr>
<tr>
<td>variance</td>
<td>1.08</td>
</tr>
<tr>
<td>skewness</td>
<td>3.05</td>
</tr>
<tr>
<td>GLCM Contrast</td>
<td>5.32</td>
</tr>
<tr>
<td>GLCM Correlation</td>
<td>0.16</td>
</tr>
<tr>
<td>GLCM Homogeneity</td>
<td>0.68</td>
</tr>
<tr>
<td>GLCM Energy</td>
<td>0.30</td>
</tr>
<tr>
<td>NGTDM Busyness</td>
<td>6.54</td>
</tr>
<tr>
<td>NGTDM Coarseness</td>
<td>0.03</td>
</tr>
<tr>
<td>NGTDM Complexity</td>
<td>13.54</td>
</tr>
<tr>
<td>NGTDM Contrast</td>
<td>0.58</td>
</tr>
<tr>
<td>NGTDM Strength</td>
<td>0.76</td>
</tr>
</tbody>
</table>
extracted from a mammographic image (Maxima database) and a tomosynthesis slice of an imaged patient breast (Maxima database), while Fig. 11 c shows a ROI from a phantom CT slice from the new dataset of breast phantom images registered at Zenodo. In the latter case, the grey levels correspond to the basic breast tissue types: adipose and glandular tissue. The results, summarised in Table 5, showed an exact match to the measurements performed with the pyRadiomics.

**Table 5**
Comparison of features extracted from publicly available clinical images [58,59] by using the pyRadiomics library and this toolbox. The first pair of columns (a) lists the features extracted from mammography ROI, the second (b) is from the central slice of a reconstructed tomosynthesis volume (Fig. 11 b) and the last (c) from an isometric phantom voxel model. For this example, 32 bins were used for both pyRadiomics and the toolbox and for the rescaling. Step and neighbourhood parameters for GLCM and NGTDM were set to 1.

<table>
<thead>
<tr>
<th>Patient mammographic image (a)</th>
<th>Patient tomosynthesis (b)</th>
<th>Segmented Phantom Slice (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>pyRadiomics</strong></td>
<td><strong>MATLAB</strong></td>
<td><strong>pyRadiomics</strong></td>
</tr>
<tr>
<td>Maximum</td>
<td>4004.00</td>
<td>4004.00</td>
</tr>
<tr>
<td>Minimum</td>
<td>822.00</td>
<td>822.00</td>
</tr>
<tr>
<td>Range</td>
<td>3182.00</td>
<td>3182.00</td>
</tr>
<tr>
<td>Median</td>
<td>1707.00</td>
<td>1707.00</td>
</tr>
<tr>
<td>Mean</td>
<td>1804.49</td>
<td>1804.50</td>
</tr>
<tr>
<td>Variance</td>
<td>2.22E + 05</td>
<td>2.22E + 05</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.01</td>
<td>3.01</td>
</tr>
<tr>
<td>GLCM Contrast</td>
<td>1.34</td>
<td>1.34</td>
</tr>
<tr>
<td>GLCM Correlation</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>GLCM Energy</td>
<td>1.74E-02</td>
<td>1.74E-02</td>
</tr>
<tr>
<td>GLCM Homogeneity</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>NGTDM Coarseness</td>
<td>1.06E-04</td>
<td>1.06E-04</td>
</tr>
<tr>
<td>NGTDM Contrast</td>
<td>2.76E-02</td>
<td>2.76E-02</td>
</tr>
<tr>
<td>NGTDM Busyness</td>
<td>28.46</td>
<td>28.46</td>
</tr>
<tr>
<td>NGTDM Complexity</td>
<td>308.33</td>
<td>308.33</td>
</tr>
<tr>
<td>NGTDM Strength</td>
<td>6.16E-02</td>
<td>6.16E-02</td>
</tr>
</tbody>
</table>

**Table 6**
Default feature parameters specified in the dedicated .mat file.

<table>
<thead>
<tr>
<th>Feature parameter</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>sfBetaLow</td>
<td>0.1</td>
<td>Lower frequency for the $\beta$ value</td>
</tr>
<tr>
<td>sfBetaHigh</td>
<td>1</td>
<td>Higher frequency for the $\beta$ value</td>
</tr>
<tr>
<td>fractalIterations</td>
<td>8</td>
<td>Number of iterations for the Fractal Dimension</td>
</tr>
<tr>
<td>GLCMDistance</td>
<td>1</td>
<td>Pixel distance for the GLCM feature</td>
</tr>
<tr>
<td>GLCMGrayLevels</td>
<td>32</td>
<td>Number of gray levels to rescale the image to before extracting the features</td>
</tr>
<tr>
<td>GLCMGrayLimits</td>
<td>0</td>
<td>Range used scaling input image into gray levels, specified as a 2-element vector [low high]</td>
</tr>
<tr>
<td>GLCMSymmetry</td>
<td>1</td>
<td>Specify if the resulting matrices with opposite directions are summed</td>
</tr>
<tr>
<td>NGTDMDistance</td>
<td>1</td>
<td>Pixel neighbourhood distance for the NGTDM feature</td>
</tr>
<tr>
<td>NGTDMGrayLevels</td>
<td>32</td>
<td>Number of gray levels to rescale the image to before extracting the features</td>
</tr>
</tbody>
</table>

C. Default feature values

Default values of the included features are shown in Table 6. These features are stored in a .mat file, which can be loaded in the MATLAB environment.
environment.

The content of the mat file can be updated by the following procedure (via the console window):

```matlab
>> load('settings\fParams.mat');
```

```matlab
>> save('fParams.mat','fParams');
```
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